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Abstract—Vertex coloring is an assignment of colors to vertex
of an undirected graph such that no two vertices sharing the
same edge have the same color. The vertex coloring problem
is to find the minimum number of colors necessary to color a
graph given, which is an NP-hard problem in combinatorial
optimization. Ant Colony Optimization (ACO) is a well-known
meta-heuristic in which a colony of artificial ants cooperates
in exploring good solutions to a combinatorial optimization
problem. Several methods applying ACO to the vertex coloring
problem have been proposed. The main contribution of this
paper is to propose a GPU implementation to accelerate the
computation of the ACO algorithm for the vertex coloring
problem. In our implementation, we have considered program-
ming issues of the GPU architecture, such as coalescing access
of the global memory, bank conflict of the shared memory,
etc. The experimental results show that on NVIDIA GeForce
GTX 1080, our implementation for 1000 vertices runs in 2.740s,
while the CPU implementation on Intel Core i7-4790 runs in
100.866s. Thus, our GPU implementation attains a speed-up
factor of 36.81.

Keywords-GPU; CUDA; Vertex coloring problem; Ant colony
optimization

I. INTRODUCTION

Vertex coloring is an assignment of labels called colors
to vertex of a graph. Given an undirected graph without
self-loops, colors are assigned to vertices such that no two
vertices sharing the same edge have the same color as illus-
trated in Figure 1. The vertex coloring problem is to find the
minimum number of colors needed to color a given graph.
This problem is well-known as an NP-hard problem in
combinatorial optimization. Therefore, approximation algo-
rithms for this problem have been proposed, such as greedy
algorithms [1]-[4], tabu search [5], genetic algorithm [6],
ant colony optimization [7]-[9], among others. Also, parallel
algorithms have been introduced [10]-[12].

Ant colony optimization (ACO) was introduced as a
nature-inspired meta-heuristic for the solution of combina-
torial optimization problems [13], [14]. The idea of ACO is
based on the behavior of real ants exploring a path between
their colony and a source of food. More specifically, when
searching for food, ants initially explore the area surrounding
their nest at random. Once an ant finds a food source, it
evaluates the quantity of the nest. During the return trip,
the ant deposits a chemical pheromone trail on the ground.
The quantity of the pheromone will guide other ants to
the food source. Indirect communication between the ants

Figure 1: An example of vertex coloring

via pheromone trails makes them possible to find shortest
paths between their nest and food sources. In ACO, the
characteristic of real ant colonies is exploited in simulated
ant colonies to solve problems. The genetic ACO algorithm
consists of the following two steps:
Step 1: Initialization

« Initialize the pheromone trail
Step 2: Iteration

o For each ant repeat until stopping criteria

— Construct a solution using the pheromone trail
— Update the pheromone trail

The first step mainly consists in the initialization of the
pheromone trail. In the iteration step, each ant constructs
a complete solution for the problem according to a proba-
bilistic state transition rule. The rule depends chiefly on the
quantity of the pheromone. Once all ants construct solutions,
the quantity of the pheromone is updated in two phases:
an evaporation phase in which a fraction of the pheromone
evaporates, and a deposit phase in which each ant deposits
an amount of pheromone that is proportional to the fitness of
its solution. This process is repeated until stopping criteria.

GPUs (Graphics Processing Units) are specialized micro-
processors that accelerate graphics operations. Many pro-
cessing units in recent GPUs can be used for general purpose
parallel computation. CUDA (Compute Unified Device Ar-
chitecture) [15], [16] is an architecture for general purpose
parallel computation on NVIDIA’s GPUs. Using CUDA,
we can develop parallel algorithms to be implemented in
GPUs. Therefore, many researches have been devoted using
CUDA [17], [18].

The main contribution of this paper is to accelerate the
ACO for the vertex coloring problem using the GPU. Espe-



cially, we have implement the ACO based on the Recursive
Largest First method (RLF) proposed by Costa et al. in [7]
on the GPU. In our GPU implementation, we have consid-
ered many programming issues of the GPU architecture such
as coalescing access of the global memory, bank conflict of
the shared memory, etc. We note that our goal in this paper
is to accelerate the computation of the ACO on the GPU,
not to improve the accuracy of the solution. The solution
obtained by our implementation is basically the same as
that by the original ACO for the vertex coloring problem.
We have implemented our parallel algorithm in NVIDIA
GeForce GTX 1080. The experimental results show that our
proposed GPU implementation can run 19.68 to 36.81 times
faster than the sequential CPU implementation, where the
solutions of the both implementation are almost the same.

This paper is organized as follows; Section II introduces
the ACO algorithm for the vertex coloring problem. Sec-
tion IIl briefly describes about GPUs and CUDA archi-
tecture. In Section IV, our GPU implementation of the
ACO algorithm for the vertex coloring problem is proposed.
Experimental results are shown in Section V. Finally, Sec-
tion VI concludes the paper.

II. ANT COLONY OPTIMIZATION FOR THE VERTEX
COLORING PROBLEM

In this section, we describe a solution for the vertex col-
oring problem using the ACO. There are several approaches
for the vertex coloring problem using the ACO [7]-[9].
Especially, in this work, we use ACO based on the Recursive
Largest First method (RLF) [19] which is one of the greedy
algorithms [7]. We show the RLF method first, then the
algorithm of the ACO based on the RLF method.

A. The Recursive Largest First method

The Recursive Largest First (RLF) method is a heuristic
algorithm for the vertex coloring problem [1]. Given a graph
G = (V,E) with V the vertices set, and E the edge set,
this algorithm sequentially finds a sequence of stable sets
Cr (k = 0,1,...) each of which is assigned color k.
The number of stable sets corresponds to the number of
colors necessary to be assigned. The algorithm of the RLF
method is shown in Algorithm 1, where U denotes the set
of uncolored vertices.

To explain the algorithm, in the following, we describe
how a stable set C}, is built when Cy, ..., Cj,_1 have been
found and have assigned color 0, ..., k—1, respectively. Let
N and W denote the set of uncolored vertices neighboring
C} and a candidate set of vertices that can be colored in
U, respectively. Note that C;, and N are initially empty
and W is initialized to U. In the algorithm, vertices are
selected from W one by one. Whenever a vertex is selected,
the vertex and its neighbors are removed from W, and the
neighbors are added to N. The algorithm first selects a vertex
v € W which has the largest number of neighbors in W.

Algorithm 1 The RLF method
Input: A graph G = (V, F)
Output: A coloring of V

LUV

2:k+0

3: while U # ¢ do

4 C}, <+ FindStableSet(U)
5 U+U \ Ch.

6:  Assign C} color k

7 k+—k+1

8: end while

The vertex v is added to Cy, and W and N are updated.
After that, the rest of vertices in W is found by the following
selection is repeated until W is empty: the next vertex in W
is selected such that it has the largest number of neighbors
in N. The vertex is added to Ck, and W and NN are updated.
When W becomes empty, the next stable set Cj1 is built
from U. Algorithm codes of the above operation is shown in
Algorithm 2, where dy(w) and dy(w) denote the number
of neighbors of w in U and N, respectively. Figure 2 shows
an example of finding a stable set by Algorithm 2. Due to
the page limitation, the explanation of the figure is omitted,
but the reader can easily understand it.

Algorithm 2 Procedure: FindStableSet

Input: A set of uncolored vertices U
Output: A stable set C
N <+ ¢
Ck «— (;5
WU
U 4 argmax,, ¢y du(w)
Add v to C},
Add all neighbors in W of v to N
Remove v and its neighbors from W
while W # ¢ do
v 4 argmax,, ey dnv (w)
Add v to Cj
Add all neighbors in W of v to N
Remove v and its neighbors from W
: end while
: Return C},
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B. ACO algorithm based on the RLF method

We review the ACO algorithm based on the RLF method
proposed in [7]. Recall that in the vertex coloring problem,
given a graph G = (V,E) with V the set of n vertices
Vg, V1,...,Un—1, colors are assigned to vertices. In this
method, pheromone values are defined between every pair
of two vertices. Let 7; ; be a pheromone value between v;
and v;. Note that 7; ; and 7; ; take the same variable. In the
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W = {vy, vg,v7 }
Ce=90 Cy = {vs}

W = {vo, vy, 2, V3, V4, Vs, Vs, V7 }

N=9 N = {vo, V3,4, v5}

vae
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w=0
Cy = {v1,v3,V6}
N = {vo, v3,v4, V5,7 }

W ={v}

Cy = {vs,v6}
N = {vo, V3,4, V5,7 }

Figure 2: An example of finding a stable set in the RLF method

algorithm, when the value of pheromone 7; ; is larger, two
vertices v; and v; are assigned the same color with higher
probability. Based on the pheromone, ants work as agents
performing the distributed search. Recommended in [7],
first, a number of ants are placed at vertices independently
at random. Each ant builds a stable set by visiting vertices
and its vertices are assigned a same color. The ant repeatedly
selects a next visiting vertex at random among the candidate
vertices that can be colored currently. In the selection of a
next visiting vertex, the next vertex is stochastically selected
by following the pheromone values. Since the pheromone
values of adjacent two vertices are zero, neighboring vertices
are not selected in the selection. The ant assigns the color to
the selected vertex and repeats this selection until no vertices
are selected. After that, the ant restart visiting vertices to
build a stable set with a new color for uncolored vertices.
When all the vertices are colored, the number of colors is
a solution of this problem. Thus, after all m ants color
all vertices, we have m solutions of this problem. This
procedure is repeated until some termination condition is
satisfied.

In the following, we explain the details of the algorithm
consisting of three steps the initialization, the tour construc-
tion, and the pheromone update.

Initialization: As shown in the above, every pair of
two vertices has a pheromone value. To avoid assigning the
same color to adjacent vertices, every value of neighboring
two vertices is set to zero. Thus, the pheromone values are
initialized as follows;

if €i,j ¢ FE

otherwise.

Tig = 1

= 0

Tour construction: Each ant basically performs the
RLF method in Algorithm 1 independently. The difference
is the selection of vertices in Algorithm 2. More specifically,
to find a stable set, in Algorithm 2, a first vertex and next
visiting vertices are selected in lines 4 and 9, respectively.

On the other hand, in the ACO algorithm, a first vertex
is selected from uncolored vertices at random. Also, a
next vertex is selected by a well-known method called
roulette-wheel selection [20]. Algorithm codes of procedure
of finding a stable set in the ACO algorithm is shown in
Algorithm 3.

Algorithm 3 Procedure: FindStableSet in the ACO

Input: A set of uncolored vertices U
Output: A stable set C
N <+ o
Ck «— (;5
WU
v is selected from W at random
Add v to C},
Add all neighbors in W of v to N
Remove v and its neighbors from W
while W # ¢ do
v is selected from W by the roulette-wheel selection
Add v to Cj
Add all neighbors of v to N
12:  Remove v and its neighbors from W
13: end while
14: Return C},

R S A A > e
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We focus on a particular ant and explain how it traverses
vertices using the roulette-wheel selection. More specifically,
we show how the ant selects a next visiting vertex from W
when the ant in v; assigns vertices color k. We select a next
visiting vertex in W with the fitness f; ; between v; and v;
with respect to the ant by the following formula:

fig = (dn(v))* - (1i3)° (D

where dy(v;) denote the number of neighbors of v; in N.

Also, @ > 0 and 8 > 0 are fixed values to control the
influence of the pheromone.

We select a next visiting vertex in W with probability

proportional to f; ;. In other words, the probability p; ; to



select vertex v; as a next visiting vertex is

fij .
Dijy = ?J if Vj eWw (2)
= 0 otherwise

where F' = Zvjew fi.;. Clearly, Zvjewpm =1 and v; is
selected as a next visiting vertex with higher probability if
the fitness value f; ; is larger. In this paper, the parameters
« and [ are set to 2 and 4, respectively, that are the most
accurate shown in [7].

This tour construction is performed until no vertices
are selected, that is, W becomes empty. After that tour
construction is performed for uncolored vertices by visiting
them and assigning the next color k + 1. When all the
vertices are colored by repeating the tour construction, the
assignment of colors obtained by the ant is an approximation
solution of the vertex coloring problem.

Pheromone update: After all m ants complete the tour
construction, every pheromone value 7; ; is updated. The
pheromone update is performed by two steps: the pheromone
evaporation and the pheromone deposit. Intuitively, the
pheromone evaporation is performed to avoid falling into
local optima of the vertex coloring. Every pheromone value
is decreased by multiplying a fixed constant factor p (0 <
p < 1). More specifically, 7; ; (0 <i,j <n—1) is updated
as follows:

Tij £ 0 Tij 3

where p is a fixed evaporation rate of the pheromone
determined by the experiments. In this work, we set p = 0.5

that is the optimal parameter shown in [7].

After the pheromone evaporation, the pheromone deposit
is performed using the tours obtained by the m ants. Let
q. and T, denote the number of colors and a set of tours
obtained by the a-th ant (0 < a < n—1), respectively. Each
T, consists g, tours since the ant makes one tour for each
color. The pheromone value 7; ; is updated as follows:

1 L .
Tij < Ti,j + Z < Z ) if e;,; ¢ E, @)
o<a<n—1\%2 (vivj)€Ta @

where L is a fixed value to control the quantity of deposit
of the pheromone determined by the experiments.

III. GPU AND CUDA ARCHITECTURE

GPUs consist of many processing cores, called Streaming
Multiprocessor (SM), and hierarchical memories. In the
GPU computation, it is necessary to consider the character-
istics of the memories to accelerate it. Figure 3 illustrates the
hardware architecture of the GPU. The GPU has two types
of memories, the global memory and the shared memory.

The global memory has a large capacity, 1.5-12 Gbytes,
implemented by off-chip DRAMs. All the processing cores
in the SMs can access the global memory, but its access
latency is very long. In particular, we need consider the

GPU

SM SM SM
[core ] core
oo Lo

eore | core
Shared Shared Shared
Memory Memory Memory

Global Memory

Figure 3: GPU hardware architecture

coalesced access of the global memory access. The con-
tinuous location in address space of the global memory are
accessed at the same time by a group of threads, called
warp. However, if threads does not access to continuous
location, called stride access, the memory access need to be
repeated several times. Therefore, from such the structure
of the global memory, the coalesced access maximizes the
bandwidth of memory access.

The shared memory can be used as a cache to hide
the access latency of the global memory. To access to
the shared memory, the structure needs be considered. The
shared memory is divided into 32 equally-sized banks of
32 (or 64)-bit width. In the shared memory, the successive
32 (or 64)-bit words are assigned to successive banks. To
achieve maximum throughput, threads in a warp should
access different banks, otherwise, bank conflicts will be
occurred.

IV. GPU IMPLEMENTATION

The main purpose of this section is to show a GPU im-
plementation of ACO algorithm based on the RLF method.
In the GPU implementation, as described in Section II, n
ants independently color vertices by visiting vertices using
pheromone. Our implementation consists of three CUDA
parts, initialization, tour construction, and pheromone up-
date. We use CURAND [21], a standard pseudorandom
number generator of CUDA, when we need to generate a
random number. The details of our GPU implementation
are spelled out as follows.

A. Initialization

Given an input graph G = (V, E), we use an adjacency
matrix of size n X n to represent the graph, where n denotes
the number of vertices in Figure 4. The matrix is stored
in the global memory as a 2-dimensional array. In the
initialization, the pheromone values are initialized using the
adjacent matrix.

B. Tour construction

Recall that in the tour construction, m ants are initially
positioned on m vertices randomly. We assign each ant to



(a) Input graph

00 0 1 0 01 1 0 1
0 0 1 1 1 10 0 0 O
01 0 1 0 10 0 0 1
111 0 0 0 0 0 0 1
01 0 0 O 101 1 0

(b) Adjacent matrix of a graph (c) Initial pheromone values

Figure 4: An example of data representation of the graph
and pheromone values

one block with multiple threads, that is, m blocks are used
in total. Each ant builds a sequence stable sets by visiting
vertices independently. Each ant has an candidate list W =
{wo, w1, ..., w,—1} such that

wj: 1
= 0

if vertex v; can be colored

. 5
otherwise.
The values of the list denote availability of vertices to be
colored, that is, if w; = 0, when an ant assigns vertices
color k, vertex v; has been colored or neighbors vertices
assigned color k. When the ant visits a vertex, the vertex
is colored. Therefore, whenever the ant visits a vertex, this
list is updated. Additionally, sets of vertices N and C in
Algorithm 3 are also updated for each visit.

Whenever each ant visits a vertex, it determines a next
visiting vertex with the roulette-wheel selection. To perform
the tour construction on the GPU, we use two selection
methods; the selection with prefix-sums, the selection with
stochastic trial and the hybrid method. In these methods, we
use the basic idea proposed in [22].

Selection with prefix-sums: To perform the roulette-
wheel selection, in the selection with prefix-sums, when ant
a is in vertex v;, we execute the following three steps:

Step 1: Compute the prefix-sums ¢; (0 < j < n —1)

such that

¢ =Tio Wwo+ T wr+- 7w (6)

Step 2: Generate a random number r in [0, gp_1).

Step 3: For simplicity, let g_; = 0. Find j such that
gj—1 <r <g¢q (0<j<n-—1). Vertex v; is
selected as the next visiting vertex.

Clearly, r is in [g;j_1, ;) with probability & = M.
Thus, if v; is a candidate to be colored, that 1s wj = 1 "then
the next visiting vertex is v; with probabilit
the next visiting vertex is selected with probablhty Eq. 2

correctly.

We show a parallel computation of the selection with
prefix-sums, as follows. In Step 1, to compute the values
fi,; computed by Eq. 1, the n values 7; 0,71, ., Tin—1
are read from the global memory by threads with coalescing
access and stored to the shared memory. After that, the
prefix-sums in Eq. 6 are computed, where the fitness values
of vertices that cannot be selected are 0. To avoid the branch
instructions, we multiply f; ; and w; with the candidate
list W in Eq. 5. In our implementation, the prefix-sums
computation is performed using the parallel prefix-sums
algorithm proposed Harris et al. [23], Chapter 39. It is an in-
place parallel prefix-sums algorithm with the shared memory
on the GPU. Also, it can avoid most bank conflicts by adding
a variable amount of padding to each shared memory array
index.

After that, a number r in [0, ¢,,—1) is generated uniformly
at random using CURAND. Using the random number, an
index j such that g;_; < r < g¢; is selected and vertex
v; is the next visiting vertex. In this search operation, we
use a parallel search method based on the parallel K-ary
search using multiple threads in a block [24]. This idea
of the parallel K-ary search is that a search space in each
repetition is divided into K partitions and the search space
is reduced to one of the partitions. In general, binary search
is a special case (K = 2) of K-ary search. In our parallel
search method, we divide the search space into 32 partitions.
Sampling the first element of each partition, a partition that
includes the objective element is searched is found by 32
threads. After that, the objective element is searched from
the partition by threads of which the number is the number
of elements in the partition.

The feature of this method is that the fitness values can
be read from the global memory with the coalescing access.
On the other hand, in every selection to determine the next
vertex, the roulette-wheel selection has to be computed for
all vertices regardless of whether they can be selected or
not. Namely, although the number of candidate vertices is
smaller, the computing time cannot be reduced. In other
words, it does not depend on the number of candidate
vertices.

Selection with stochastic trial: This selection is based
on the roulette-wheel selection with stochastic trial proposed
in [22]. In the above selection, whenever every ant visits a
city, the prefix-sums computation needs to be performed.
The prefix-sums computation occupies the most of the
computing time of the tour construction. The idea of this
method is to avoid the prefix-sums computation as much as
possible using stochastic trial. The details of this method
are shown as follows.

Before ants start visiting vertices, the prefix-sums
@051y for every vertex v; (0 < i < n—1)
are computed such that

q;,j = fz‘l,o +fil,l JF"'JFfz‘/,j



For simplicity, let ¢; _; = 0. Note that once all g; ; are
computed, we do not have to update them during the tour
construction. We assume that the values of ¢; ; are stored
into a 2-dimensional array in the global memory such that
@ _15--++4; 1 are stored in the 4-th row. When an ant
is visiting vertex v;, the next visiting vertex is selected as
follows:

Step 1: Generate a random number 7 in [0,q;,, ;).

Step 2: Find j such that q;,H <rc< quj 0<j<
n — 1). If vertex v; is a candidate in W, it is
selected as the next vertex. Otherwise, these steps
are performed until the next vertex is selected.

In Step 2, the candidate list (Eq. 5) is used to find whether
the vertex has been selected or not by the parallel search
shown in the above methods. Using this idea, the number of
prefix-sums computation can be reduced.

Hybrid method: In the selection with stochastic trial,
when the number of candidates in W is small, Step 2
succeeds in selecting an candidate vertex with small prob-
ability. If this is the case, the number of iteration of the
above steps can be large. Hence, if the next vertex is not
determined in the ¢-time iteration for some constant value
t determined the experiments, we select the next visiting
vertex by the selection with prefix-sums. When the number
of candidates in W is smaller of some of the fitness values
of non-candidate vertices are larger, almost the trial cannot
select the next vertex. However, the computing time is much
shorter than that of the prefix-sums computation. Therefore,
if the next vertex can be determined in the above steps within
t times, the total computing time can be reduced by this
method. In our implementation, we set ¢ to 4 that is the
optimal times by our experiments.

C. Pheromone update

We show a GPU implementation of the pheromone update
as follows. The idea of the implementation is efficient
memory access by coalescing access of the global memory.
Recall that the pheromone update consists of the pheromone
evaporation and the pheromone deposit. In the GPU imple-
mentation, the pheromone values 7;; (0 < 4,j < n — 1)
are stored in a 2-dimensional array, which is a symmetric
array, that is, 7; ; = 74, in the global memory. The values
are updated by the results of the tour construction by ants.
Arranging the array symmetric, the elements related to
vertex v;, i.e., T;0,...,Ti;n—1 are stored in the same row
so that the access to the elements can be performed using
the coalescing access.

A kernel that performs the pheromone update assigns m
blocks that consists of n threads to each row of the array,
where m and n denote the number of ants and vertices,
respectively. Each block performs the following operations
independently. Threads in a block ¢ (0 < i < n — 1) read
Ti,05+-->Ti;n—1 in the i-th row with coalescing access, and
then store them to the shared memory. Each pheromone

value is updated from Eqs. 3 and 4 as follows. First, all
pheromone values are updated such that

1
Tig &P TGt Y, —
0<a<n—1 da
After that, pheromone values of vertices along all the tours
obtained by all ants in the tour construction is updated such

that I
Tig Tt Y,
(’U,;,’U]’)GTQ qa

In the above updating, making every block of threads
accesses coalesced, the memory access can be performed
efficiently.

V. PERFORMANCE EVALUATION

This section shows the performance evaluation of our
proposed GPU implementation of the AS for the vertex
coloring problem using CUDA C. We have implemented
it on NVIDIA GeForce GTX 1080 with 2560 cores running
in 1.733GHz and CUDA version 7.5. For the purpose of
estimating the speed-up of our GPU implementation, we
have also implementation a sequential CPU implementation
of the AS for the vertex coloring problem using GNU C on
Intel Core i7-4790 running in 3.66GHz. In the sequential
CPU implementation, we can apply the same idea of the
tour construction in the GPU implementation such as the
selection with stochastic trial. We have evaluated our im-
plementations using a set of benchmark instances from the
bench mark set [25]. We have used 6 instances from the
set consisting of 500 and 1000 vertices each of which has
distinct densities, 10%, 50%, and 90%. In this paper. we set
the number of ants to 20% of the number of the vertices
n, that is, 100 and 200 ants have been used for instances
with 500 and 1000 vertices, respectively. Every execution
repeated the process consisting of the tour construction and
the pheromone 50 times.

Table I shows the computing time and solutions of
the CPU and GPU implementations. Regarding solutions,
i.e., the number of colors assigned, the solutions of both
implementations are almost the same because the GPU
implementation is accelerating the computation of the ACO
algorithm. On the other hand, for the computing time, when
the number of vertices is larger, the computing time is longer.
Also, when the density of graph is higher, the computing
time is shorter. Our proposed GPU implementation can
run 19.68 to 36.81 times faster than the sequential CPU
implementation.

VI. CONCLUSIONS

In this paper, we have proposed an implementation of
accelerating the ant colony optimization for the vertex col-
oring problem using a GPU. In our implementation, we have
considered programming issues of the GPU architecture such



Table I: The computing time in seconds and solutions of the ACO for the vertex color problem

CPU GPU
instance in [25]  # vertices  # edges time  # colors time  # colors | speed-up
DSJC500.1.col 500 12458 12.452 18 | 0.464 18 26.84
DSJC500.5.col 500 62624 10.454 68 | 0.448 68 23.32
DSJC500.9.col 500 112437 10.232 167 | 0.426 167 24.03
DSJC1000.1.col 1000 49629 | 100.866 28 | 2.740 28 36.81
DSJC1000.5.col 1000 249826 84.922 121 | 2.642 121 32.14
DSJC1000.9.col 1000 449449 49.551 309 | 2.517 308 19.68

as the coalescing access of the global memory and the bank
conflict of the shared memory, etc. We have implemented it
on NVIDIA GeForce GTX 1080. The experimental results
show that our GPU implementation attains a speed-up factor
of at most 36.81 over the sequential CPU implementation
on Intel Core 17-4790.
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