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The Discrete Memory Machine (DMM) and the Unified Memory Machine (UMM) are theoretical parallel computing models that capture the essence of the shared memory access and the global memory access of GPUs. The approximate string matching for two strings X and Y is a task to find a substring of Y most similar to X. The main contribution of this paper is to show efficient implementations of approximate string matching on the memory machine models. Our best implementation for strings X and Y with length m and n (m ≤ n), respectively, runs in O(\frac{m}{n} + m\ell) time units using n threads both on the DMM and on the UMM with width w and latency ℓ. We also show that any implementation of the approximate string matching on the DMM and the UMM needs O(\frac{m}{n} + m\ell) time units. Thus, our implementations for the DMM and the UMM are optimal. Finally, we show that the approximate discrete signal matching of two signals can be computed in the same time complexity.
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1. Introduction

The research of parallel algorithms has a long history of more than 40 years. Sequential algorithms have been developed mostly on the Random Access Machine (RAM) [1]. In contrast, since there are a variety of connection methods and patterns between processors and memories, many parallel computing models have been presented and many parallel algorithmic techniques have been shown on them. The most well-studied parallel computing model is the Parallel Random Access Machine (PRAM) [2–4], which consists of processors and a shared memory. Each processor on the PRAM can access any address of the shared memory in a time unit. The PRAM is a good parallel computing model in the sense that parallelism of each problem can be revealed by the performance of parallel algorithms on the PRAM. However, since the PRAM requires a shared memory that can be accessed by all processors at the same time, it is not feasible.

The GPU (Graphics Processing Unit), is a specialized circuit designed to accelerate computation for building and manipulating images [5–7]. Latest GPUs are designed for general purpose computing and can perform computation in applications traditionally handled by the CPU. Hence, GPUs have recently attracted the attention of many application developers [5]. NVIDIA provides a parallel computing architecture called CUDA (Compute Unified Device Architecture) [8], the
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computing engine for NVIDIA GPUs. CUDA gives developers access to the virtual instruction set and memory of the parallel computational elements in NVIDIA GPUs. In many cases, GPUs are more efficient than multicore processors [9], since they have hundreds of processor cores and very high memory bandwidth.

CUDA uses two types of memories in the NVIDIA GPUs: the shared memory and the global memory [8]. The shared memory is an extremely fast on-chip memory with lower capacity, say, 16-64 Kbytes. The global memory is implemented as an off-chip DRAM, and has large capacity, say, 1.5-6 Gbytes, but its access latency is very long. The efficient usage of the shared memory and the global memory is a key for CUDA developers to accelerate applications using GPUs. In particular, we need to consider the bank conflict of the shared memory access and the coalescing of the global memory access [6, 9-11]. The address space of the shared memory is mapped into several physical memory banks. If two or more threads access the same memory banks at the same time, the access requests are processed in turn. Hence, to maximize the memory access performance, threads of CUDA should access distinct memory banks to avoid the bank conflicts of the memory accesses. To maximize the bandwidth between the GPU and the DRAM chips, the consecutive addresses of the global memory must be accessed at the same time. Thus, CUDA threads should perform coalesced access when they access the global memory.

There are several previously published works that aim to present theoretical practical parallel computing models capturing the essence of existing parallel computers. Many researchers have been devoted to developing efficient parallel algorithms to find algorithmic techniques on such parallel computing models. For example, processors connected by interconnection networks such as hypercubes, meshes, trees, among others [12], bulk synchronous models (BSP) [13], LogP models [14], reconfigurable models [15], among others. Quite recently, Multi-BSP [16] a multi-level model that has explicit parameters for processor numbers, memory/cache sizes, communication costs, and synchronization costs. Although this parallel computing model is targeted to multicore processors, it does not consider the memory access characteristics such as the bank conflicts and the coalescing of the GPUs. As far as we know, no sophisticated and simple parallel computing model for GPUs has been presented. Since GPUs are attractive parallel computing devices for many developers, it is challenging work to introduce a theoretical parallel computing model for GPUs.

In our previous paper [17], we have introduced two models, the Discrete Memory Machine (DMM) and the Unified Memory Machine (UMM), which reflect the essential features of the shared memory and the global memory of NVIDIA GPUs. The outline of the architectures of the DMM and the UMM is illustrated in Figure 1. In both architectures, a sea of threads (Ts) are connected to the memory banks (MBs) through the memory management unit (MMU). Each thread is a Random Access Machine (RAM) [1], which can execute fundamental operations in a time unit. We do not discuss the architecture of the sea of threads in this paper, but we can imagine that it consists of a set of multi-core processors which can execute many threads in parallel. Threads are executed in SIMD [18] fashion, and the processors run on the same program and work on the different data.

MBs constitute a single address space of the memory. A single address space of the memory is mapped to the MBs in an interleaved way such that the word of data of address $i$ is stored in the $(i \mod w)$-th bank, where $w$ is the number of MBs. The main difference of the two architectures is the connection of the address line between the MMU and the MBs, which can transfer an address value. In the DMM, the address lines connect the MBs and the MMU separately, while a single address line from the MMU is connected to the MBs in the UMM. Hence, in the
UMM, the same address value is broadcast to every MB, and the same address of the MBs can be accessed in each time unit. On the other hand, different addresses of the MBs can be accessed in the DMM. Since the memory access of the UMM is more restricted than that of the DMM, the UMM is less powerful than the DMM.

The performance of algorithms of the PRAM is usually evaluated using two parameters: the size \( n \) of the input and the number \( p \) of processors. For example, it is well known that the sum of \( n \) numbers can be computed in \( O(\frac{n}{p} + \log n) \) time on the PRAM [2]. We will use four parameters, the size \( n \) of the input, the number \( p \) of threads, the width \( w \) and the latency \( l \) of the memory when we evaluate the performance of algorithms on the DMM and on the UMM. The width \( w \) is the number of memory banks and the latency \( l \) is the number of time units to complete the memory access. Hence, the performance of algorithms on the DMM and the UMM is evaluated as a function of \( n \) (the size of a problem), \( p \) (the number of threads), \( w \) (the width of a memory), and \( l \) (the latency of a memory). In NVIDIA GPUs, the width \( w \) of global and shared memory is 16 or 32. Also, the latency \( l \) of the global memory is several hundred clock cycles. In CUDA, a grid can have at most 65535 blocks with at most 1024 threads each [8].

Suppose that two strings \( X \) and \( Y \) with length \( m \) and \( n \) \((m \leq n)\), respectively, are given. The approximate string matching is a task to find a substring in \( Y \) most similar to \( X \). The similarity of two strings is measured by the number of three operations, insertion, deletion, and replacement of characters necessary to change one string into the other. The approximate string matching has a lot of applications in the areas of signal processing, bioinformatics, natural language processing, among others. It is well known that the approximate string matching can be computed in \( O(mn) \) time [19] using the dynamic programming technique. Many researchers have been devoted to do research on variations of the approximate string matching. For example, if the problem is to list substrings in \( Y \) with similarity no more than \( k \), the computing time can be reduced [20]. Also, if the complicated bit operations of words is allowed, the approximate string matching can be accelerated [21].

Although a lot of work of sequential algorithms for the approximate string matching have been published, there is no significant work for parallel algorithms for approximate string matching. Since the computation of the approximate string matching involves long sequential operations, it is very hard to parallelize it to run in poly-logarithmic time. Also, it is not difficult to obtain a cost-optimal linear-time parallel algorithm, which runs in \( O(n) \) time using \( m \) processors on the PRAM. As a related result, a GPU implementation of \( k \)-mismatch approximate string matching
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has been shown in [22]. However, this string matching is a task to find substrings with Hamming distance no more than $k$, which is much simpler than our approximate string matching.

We also deal with the dynamic time warping (DTW) of two sequences of real numbers [23, 24] and its generalization, the approximate discrete signal matching (ADSM). The DTW is a task to compute the similarity of two discrete signals. Also, the ADSM for two discrete signals (i.e. sequences of real numbers) $X$ and $Y$ is a task to find a subsequence in $Y'$ most similar to $X$. The DTW and the ADSM have many applications in the area of pattern recognition. For example, suppose that a discrete sound signal for a particular word is given. We can find such word in a discrete sound signal of a speech by computing the ADSM.

The main contribution of this paper is to show an optimal implementation of the approximate string matching algorithm shown in [19] on the memory machine models. We also show an optimal implementation for the approximate discrete signal matching algorithm. We first show that the approximate string matching for $X$ and $Y$ with length $m$ and $n$ $(m \leq n)$, respectively, can be computed in $O(m + n)$ time units using $m$ threads on the DMM. We then go on to present the matrix sliding technique, which allows us to perform the approximate string matching on the UMM in the same computing time.

From the practical point of view, $n$ can be very large while $m$ is small. Also, the latency $l$ of current GPUs is several hundred. Thus, the factor $O(nl)$ in the latency overhead in the computation of the approximate string matching dominates the computing time. Hence, we show that the latency overhead can be reduced to $O(ml)$. In other words, we show that the approximate string matching for $X$ and $Y$ with length $m$ and $n$ $(m \leq n)$ respectively can be computed in $O(m + nl)$ time units using $n$ threads both on the DMM and the UMM.

We also discuss the lower bound of the computing time and show that any implementation of $O(mn)$-time approximate string matching need to run in $\Omega(mn + ml)$ time. From this lower bound, our implementation of the approximate string matching running in $O(mn + ml)$ time is optimal. Clearly, the bandwidth $w$ between threads and the memory is the bottleneck of our implementation of the approximate string matching algorithm. For any computation on the DMM and the UMM, the bandwidth $w$ determines the computational power of them. Finally, we show that the approximate discrete signal matching can be computed in the same way as the approximate string matching.

This paper is organized as follows. In Section 2, we review the memory machine models presented in our previous paper [17], that capture the essence of the shared memory access and the global memory access of GPUs. Next, we evaluate the performance of the contiguous memory access on the memory machine models in Section 3. Section 4 defines the edit distance (ED) and the approximate string matching (ASM) of two strings, and shows a sequential algorithm for the ASM. In Section 5, we define the dynamic time warping (DTW) and the approximate discrete matching (ADSM) of two sequences of real numbers and show a sequential algorithm for the ADSM. We then show parallel algorithms of the ASM for the DMM and the UMM in Sections 6 and 7, respectively. In Section 8, we show a better algorithm on the UMM that optimizes the latency overhead. Section 9 discusses the lower bound of the computing time for the ASM. Finally, Section 10 shows that the approximate discrete signal matching can be computed in the same way as the approximate string matching. Section 11 concludes our work.
2. Parallel Memory Machines: DMM and UMM

The main purpose of this section is to define the Discrete Memory Machine (DMM) and the Unified Memory Machine (UMM) introduced in our previous paper [17]. The reader should refer to [17, 25] for the details of the DMM and the UMM.

We first define the Discrete Memory Machine (DMM) of width \( w \) and latency \( l \). Let \( m[i] \) \((i \geq 0)\) denote a memory cell of address \( i \) in the memory. Let \( B[j] = \{m[j], m[j+w], m[j+2w], m[j+3w], \ldots\} \) \((0 \leq j \leq w-1)\) denote the \( j \)-th bank of the memory. Clearly, a memory cell \( m[i] \) is in the \((i \mod w)\)-th memory bank. We assume that memory cells in different banks can be accessed in a time unit, but no two memory cells in the same bank can be accessed in a time unit. Also, we assume that \( l \) time units are necessary to complete an access request and continuous requests are processed in a pipeline fashion through the MMU. Thus, it takes \( k+l-1 \) time units to complete memory access requests to \( k \) memory cells in a particular bank. However, we assume that multiple memory access requests destined for the same address in the same bank have no extra overhead. For example, if two or more threads read from the same address, it can be read at the same time. Also, if two or more threads write in the same address, one of them is arbitrary selected and succeeds in writing.

\[
\begin{array}{cccc|cccc}
0 & 1 & 2 & 3 & 0 & 1 & 2 & 3 \\
4 & 5 & 6 & 7 & 4 & 5 & 6 & 7 \\
8 & 9 & 10 & 11 & 8 & 9 & 10 & 11 \\
12 & 13 & 14 & 15 & 12 & 13 & 14 & 15 \\
\end{array}
\]
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Figure 2. Banks and address groups for \( w = 4 \)

We assume that \( p \) threads are partitioned into \( \frac{p}{w} \) groups of \( w \) threads called warps. More specifically, \( p \) threads \( T(0), T(1), \ldots, T(p-1) \) are partitioned into \( \frac{p}{w} \) warps \( W(0), W(1), \ldots, W(\frac{p}{w}-1) \) such that \( W(i) = \{T(i \cdot w), T(i \cdot w+1), \ldots, T((i+1) \cdot w-1)\} \) \((0 \leq i \leq \frac{p}{w} - 1)\). Warps are dispatched for memory access in turn, and \( w \) threads in a warp try to access the memory at the same time. In other words, \( W(0), W(1), \ldots, W(\frac{p}{w}-1) \) are dispatched in a round-robin manner if at least one thread in a warp requests memory access. If no thread in a warp needs memory access, such warp is not dispatched for memory access and is skipped. When \( W(i) \) is dispatched, \( w \) threads in \( W(i) \) sends memory access requests, at most one request per thread, to the memory. We also assume that a thread cannot send a new memory access request until the previous memory access request is completed. Hence, if a thread sends a memory access request, it must wait at least \( l \) time units to send a new memory access request.

We next define the Unified Memory Machine (UMM for short) of width \( w \) as follows. Let \( A[j] = \{m[j \cdot w], m[j \cdot w+1], \ldots, m[(j+1) \cdot w-1]\} \) denote the \( j \)-th address group. We assume that memory cells in the same address group are processed at the same time. However, if they are in the different groups, one time unit is necessary for each of the groups. Also, similarly to the DMM, \( p \) threads are partitioned into warps and each warp accesses the memory in turn.
The difference of the DMM and the UMM is the memory access flexibility. As illustrated in Figure 1, the same address of all memory banks must be accessed at the same time in the UMM, while the DMM can access different addresses of memory banks of the UMM. Thus, the DMM is more powerful than the UMM.

3. Contiguous memory access and contiguous bank access

The main purpose of this section is to review the contiguous memory access on the DMM and the UMM shown in [17, 25]. We also show the contiguous bank access for the DMM.

The contiguous memory access is a key technique for accelerating the computation. Suppose that an array \(a\) of size \(n (\geq p)\) is given. We use \(p\) threads to access all of \(n\) memory cells in \(a\) such that each thread accesses \(\frac{n}{p}\) memory cells. Note that “accessing” can be “reading from” or “writing in.” Let \(a[i] (0 \leq i \leq n - 1)\) denote the \(i\)-th memory cells in \(a\). When \(n \geq p\), the contiguous access can be performed as follows:

**[Contiguous memory access]**

for \(t \leftarrow 0\) to \(\frac{n}{p} - 1\) do

for \(i \leftarrow 0\) to \(p - 1\) do in parallel

\(T(i)\) access \(a[p \cdot t + i]\)

Let us evaluate the computing time. First, we assume that \(w \leq p\). For each \(t (0 \leq t \leq \frac{n}{p} - 1)\), \(p\) threads access \(p\) memory cells \(a[pt], a[pt + 1], \ldots, a[pt + \frac{n}{p} - 1]\).

This memory access is performed by \(\frac{p}{w}\) warps in turn. More specifically, first, \(w\) threads in \(W(0)\) access \(a[pt], a[pt + 1], \ldots, a[pt + w - 1]\). After that, \(w\) threads in \(W(1)\) access \(a[pt + w], a[pt + w + 1], \ldots, a[pt + 2w - 1]\), and the same operation is repeatedly performed. In general, \(w\) threads in \(W(j) (0 \leq j \leq \frac{n}{p} - 1)\) access \(a[pt + jw], a[pt + jw + 1], \ldots, a[pt + (j + 1)w - 1]\). Since \(w\) memory cells accessed by a warp are in different banks, the access can be completed in \(l\) time units on the DMM. Also, these \(w\) memory cells are in the same address group, and thus, the access can be completed in \(l\) time units on the UMM. Recall that the memory access are processed in a pipeline fashion such that \(p\) threads in each \(W(j)\) send \(w\) memory access requests in one time unit. Hence, \(p\) threads in \(\frac{p}{w}\) warps send \(p\) memory access requests in \(\frac{p}{w}\) time units. After that, the last memory access requests by \(W(\frac{n}{w} - 1)\) are completed in \(l - 1\) time units. Thus, \(p\) threads access \(p\) memory cells \(a[pt], a[pt + 1], \ldots, a[pt + l - 1]\) in \(\frac{p}{w} + l - 1\) time units. Since this memory access is repeated \(\frac{n}{p}\) times, the contiguous access can be done in

\[\frac{n}{p} \cdot (\frac{p}{w} + l - 1) = O\left(\frac{n}{w} + \frac{nl}{p}\right)\] time units.

Next, let us consider the case that \(p \leq w\). If this is the case \(p\) threads are in a single warp. This warp performs memory access \(\frac{n}{p}\) times each of which takes \(l\) time units. Thus, the contiguous access can be done in \(O(\frac{nl}{p})\) time.

Therefore, we have,

**Lemma 3.1.** The contiguous memory access to an array of size \(n\) can be done in \(O\left(\frac{n}{w} + \frac{nl}{p}\right)\) time using \(p\) threads \((p \leq n)\) on the DMM and the UMM with width \(w\) and latency \(l\).

For later reference, we also define the contiguous bank access, which takes the same time units as the contiguous access on the DMM. Let \(b_0, b_1, \ldots, b_{n-1}\) be a sequence of integers such that \(b_i \mod w = i \mod w\) for all \(i (0 \leq i \leq n - 1)\). Hence, each \(a[b_i]\) is in bank \(i \mod w\). The contiguous bank access is spelled out as follows:
[Contiguous bank access]
for $t \leftarrow 0$ to $\frac{n}{p} - 1$ do
for $i \leftarrow 0$ to $p - 1$ do in parallel
$T(i)$ access $a[b_{pt+i}]

If $p \geq w$ then $p$ threads are partitioned into $\frac{p}{w}$ warps. In the contiguous bank access, $w$ threads in each warp access the different banks. Hence, $p$ threads access $p$ memory cells $a[b_0], a[b_{pt+1}], \ldots, a[b_{pt(l+1) - 1}]$ in $\frac{p}{w} + l - 1$ time units. Thus, the contiguous bank access can be done in $\frac{p}{w} \cdot (\frac{p}{w} + l - 1) = O\left(\frac{p}{w} + \frac{n}{p}\right)$ time units.
If $p \leq w$ then the contiguous bank access takes $O\left(\frac{n}{p}\right)$ time units similarly to the contiguous memory access. Hence, we have,

**Lemma 3.2.** The contiguous access to an array of size $n$ can be done in $O\left(\frac{n}{w} + \frac{n}{p}\right)$ time using $p$ threads ($p \leq n$) on the DMM with width $w$ and latency $l$.

Note that, the UMM may take a lot of time for the contiguous bank access, because threads in warps may access different address groups.

4. Approximate string matching and edit distance

The main purpose of this section is to review approximate string matching (ASM) and the edit distance (ED). Please see [19, 26] for the details.

As a preliminary, we first define the edit distance (ED) of two strings. Suppose that source string $X = x_1x_2\cdots x_m$ of length $m$ and destination string $Y = y_1y_2\cdots y_n$ of length $n$ are given. Without loss of generality, we can assume that $m \leq n$. We want to change $X$ into $Y$ using the following three operations:

- insertion of a character,
- deletion of a character, and
- replacement of a character.

For example, $X = ababa$ can be changed into $Y = aabbb$ in five operations as follows: $ababa \underset{\text{delete}}{\rightarrow} aaba \underset{\text{delete}}{\rightarrow} aaai \underset{\text{insert}}{\rightarrow} aabbi \underset{\text{insert}}{\rightarrow} aabbb$. Alternatively, $X$ can be changed into $Y$ in three operations as follows: $ababa \underset{\text{replace}}{\rightarrow} aaaba \underset{\text{replace}}{\rightarrow} aaabb \underset{\text{insert}}{\rightarrow} aabbb$. The ED of two strings is the minimum number of operations to change one string to the other. For example, the ED of $X$ and $Y$ above is three, because there exists a sequence of three operations to change $X$ into $Y$, and there exists no sequence of less than three operations to do the same thing. For later reference, let $ED(X, Y)$ denote the edit distance of $X$ and $Y$.

The approximate string matching, a more flexible version of the edit distance, is a task to compute the value of $ASM(X, Y)$ defined as follows:

$$ASM(X, Y) = \min\{ED(X, Y') \mid Y' \text{ is a substring of } Y\}$$

Clearly, $ASM(X, Y)$ is small if $Y$ has a substring similar to $X$.

It should be clear that $ASM(X, Y)$ is always less than or equal to $m$, and $ED(X, Y)$ takes a value between $n - m$ and $n$. For example, if $X$ and $Y$ share no character, then $ED(X, Y) = n$ and $ASM(X, Y) = m$. Also, if the prefix of $Y$ is $X$ then $ED(X, Y) = n - m$ and $ASM(X, Y) = 0$.

We use a matrix $d$ of size $(m + 1) \times (n + 1)$ to compute the ASM. Each $d[i][j]$ ($0 \leq i \leq m, 0 \leq j \leq n$) is used to store the following value:

$$\min_{1 \leq i' \leq j} ED(x_1x_2\cdots x_i, y_{j'}y_{j'+1}\cdots y_j).$$
Note that \( x_1 x_2 \cdots x_i \) is a null string (i.e. string with length 0) if \( i = 0 \). Once all values of \( d \) is computed, we can compute the value of ASM\((X, Y)\) by the following formula:

\[
\text{ASM}(X, Y) = \min_{0 \leq j \leq n} d[m][j]
\]

Let us show how we compute all values of \( d \). Suppose that \( d[i-1][j-1] \), \( d[i-1][j] \), and \( d[i][j-1] \) are already computed. Let “\( x_i \neq y_j \)” denote the binary value such that it is 1 if \( x_i \neq y_j \) and 0 if \( x_i = y_j \). The value of \( d[i][j] \) can be computed as follows:

\[
d[i][j] = 0 \quad \text{if } i = 0
\]

\[
d[i][j] = i \quad \text{if } j = 0
\]

\[
d[i][j] = \min(d[i][j-1] + 1, d[i-1][j] + 1, d[i-1][j-1] + (x_i \neq y_j)) \quad \text{if } i > 0 \text{ and } j > 0.
\]

Let \( \phi \) denote a null string or a string with length 0. We can confirm the correctness of the formula above as follows:

1. \( d[0][j] = 0 \) from ASM\((\phi, y_1 y_2 \cdots y_j) = 0 \).
2. \( d[i][0] = i \) from ASM\((x_1 x_2 \cdots x_i, \phi) = i \).
3. \( d[i][j] \leq d[i][j-1] + 1 \) from ASM\((x_1 \cdots x_i, y_1 \cdots y_j) \leq \text{ASM}(x_1 \cdots x_{i-1}, y_1 \cdots y_j) + 1 \).
4. \( d[i][j] \leq d[i-1][j] + 1 \) from ASM\((x_1 \cdots x_i, y_1 \cdots y_j) \leq \text{ASM}(x_1 \cdots x_i, y_1 \cdots y_{j-1}) + 1 \).
5. If \( x_i = y_j \), then \( d[i][j] \leq d[i-1][j-1] \), and if \( x_i \neq y_j \), then \( d[i][j] \leq d[i-1][j] + 1 \) from ASM\((x_1 \cdots x_i, y_1 \cdots y_j) \leq \text{ASM}(x_1 \cdots x_i, y_1 \cdots y_{j-1}) + 1 \).

Using this formula, all values of matrix \( d \) can be computed as follows:

**[Sequential algorithm for the ASM]**

for \( j \leftarrow 1 \) to \( n \) do \( d[0][j] \leftarrow 0 \)
for \( i \leftarrow 0 \) to \( m \) do \( d[i][0] \leftarrow i \)
for \( i \leftarrow 1 \) to \( m \) do
for \( j \leftarrow 1 \) to \( n \) do
\[
d[i][j] \leftarrow \min(d[i][j-1] + 1, d[i-1][j] + 1, d[i-1][j-1] + (x_i \neq y_j))
\]
output \( \min\{d[m][j] \mid 0 \leq j \leq n \} \)

Figure 3 shows the values of \( d \) for two strings \( X = ababa \) and \( Y = aaabbbbaa \). From the figure, we can see that the ASM of \( X \) and \( Y \) is 1.
Usually, the approximate string matching should require algorithms to return the indexes \( i \) and \( j \) such that \( \text{ASM}(X, Y) = \text{ED}(X, y_i y_{i+1} \cdots y_j) \). The reader should have no difficulty to confirm that once all the values in array \( d \) is obtained, it is not difficult to compute such values of \( i \) and \( j \).

5. Dynamic time warping distance and approximate discrete signal matching

The main purpose of this section is to review the dynamic time warping (DTW) of two sequences of real numbers [23, 24]. We also generalize the DTW to the approximate discrete signal matching (ADSM), analogously to the generalization of the ED to the ASM.

Suppose that source discrete signal \( X = x_1 x_2 \cdots x_m \) of \( m \) real numbers and destination discrete signal \( Y = y_1 y_2 \cdots y_n \) of \( n \) real numbers are given. Without loss of generality, we assume that \( m \leq n \). A warping path of \( X \) and \( Y \) is a sequence \((p_1, q_1), (p_2, q_2), \ldots, (p_r, q_r)\) \((r \geq 1)\) of a pair of integers such that

\[
\begin{align*}
(1) \quad & (p_1, q_1) = (1, 1) \quad \text{and} \quad (p_r, q_r) = (m, n), \\
(2) \quad & (p_{i+1}, q_{i+1}) - (p_i, q_i) = (0, 1), (1, 0), \text{or} \ (1, 1) \quad \text{for all} \ i \ (1 \leq i \leq r - 1).
\end{align*}
\]

A warping path defines a many-to-many mapping between \( X \) and \( Y \) such that \( x_{p_i} \) corresponds to \( y_{q_i} \). The error of a warping path \((p_1, q_1), (p_2, q_2), \ldots, (p_r, q_r)\) is the sum of the distance over all corresponding pairs,

\[
\sum_{i=1}^{l} |x_{p_i} - y_{q_i}|
\]

The dynamic time warping distance of two discrete signals is the minimum error over all possible paths.

Let \( DTW(X, Y) \) denote the dynamic time warping of two discrete signals \( X \) and \( Y \). The approximate discrete signal matching, a more flexible version of the dynamic warp matching is a task to compute the value of \( \text{ADSM}(X, Y) \) defined as follows:

\[
\text{ADSM}(X, Y) = \min \{ DTW(X, Y') \mid Y' \text{ is a subsignal of } Y \}
\]

Clearly, \( \text{ADSM}(X, Y) \) is small if \( Y \) has a subsignal similar to \( X \).

We use a matrix \( d \) of size \((m+1) \times (n+1)\) to compute the values of \( \text{ADSM}(X, Y) \) for discrete signals \( X \) and \( Y \) with length \( m \) and \( n \) respectively. Each \( d[i][j] \ (0 \leq i \leq m, 0 \leq j \leq n) \) is used to store the following value:

\[
\min_{1 \leq j' \leq j} DTW(x_1 x_2 \cdots x_i, y_{j'} y_{j' + 1} \cdots y_j).
\]

Once all values of \( d \) is computed, we can compute the value of \( \text{ADSM}(X, Y) \) by the following formula:

\[
\text{ADSM}(X, Y) = \min_{1 \leq j \leq n} d[m][j]
\]

Let us show how we compute all values of \( d \). Suppose that \( d[i-1][j-1], d[i-1][j] \),
and \(d[i][j-1]\) are already computed. The value of \(d[i][j]\) can be computed as follows:

\[
d[i][j] = \begin{cases} 
0 & \text{if } i = 0 \\
\infty & \text{if } j = 0 \\
\min(d[i][j-1], d[i-1][j], d[i-1][j-1]) + |x_i - y_j| & \text{if } i > 0 \text{ and } j > 0.
\end{cases}
\]

Similarly to the computation of the ASM, the value of \(d[i][j]\) can be computed using three values of \(d[i][j-1]\), \(d[i-1][j]\), and \(d[i-1][j-1]\). Thus, similarly to the ASM, all values of matrix \(d\) for the ADSM can be computed as follows:

**[Sequential algorithm for the ADSM]**

for \(j \leftarrow 1\) to \(n\) do \(d[0][j] \leftarrow 0\)
for \(i \leftarrow 0\) to \(m\) do \(d[i][0] \leftarrow \infty\)
for \(i \leftarrow 1\) to \(m\) do
  for \(j \leftarrow 1\) to \(n\) do
    \(d[i][j] \leftarrow \min(d[i][j-1] + 1, d[i-1][j] + 1, d[i-1][j-1]) + |x_i - y_j|\)
output \(\min\{d[m][j] \mid 0 \leq j \leq n\}\)

Figure 4 shows the values of \(d\) for two discrete signals \(X = 1, 3, 5, 3, 1\) and \(Y = 1, 2, 3, 4, 2, 1, 2\). From the figure, we can see that the ADSM of \(X\) and \(Y\) is 4.

6. **A parallel algorithm for the ASM on the DMM**

The main purpose of this section is to show a parallel algorithm for computing the ASM.

The key idea is to compute the values of the matrix \(d\) from the top-left corner to the bottom-right corner as illustrated in Figure 5. The details of the parallel algorithm are spelled out as follows:

**[Parallel algorithm for the ASM]**

for \(j \leftarrow 1\) to \(n\) do in parallel \(d[0][j] \leftarrow 0\)
for \(i \leftarrow 0\) to \(m\) do in parallel \(d[i][0] \leftarrow i\)
for \(k \leftarrow 1\) to \(n + m - 1\) do
  for \(i \leftarrow 1\) to \(m\) do in parallel
    begin
      \(j \leftarrow k - i + 1\)
      if \(1 \leq j \leq n\) then
        \(d[i][j] \leftarrow \min(d[i][j-1] + 1, d[i-1][j] + 1, d[i-1][j-1] + (x[i] \neq y[j]))\)
    end
output $\min \{d[m][j] \mid 0 \leq j \leq n\}$

In the third for-loop, for each $k$ (1 $\leq k \leq n + m - 1$), the values $d[1][k], d[2][k - 1], \ldots, d[m][k - m]$ are computed and stored. Clearly, when the values of $d$ for $k$ is computed, only those for $k - 1$ and $k - 2$ are used. Thus, this parallel algorithm correctly computes the ASM.

Let us evaluate the computing time on the DMM. We assume that $n + 1$, the row size of matrix $d$, is a multiple of $w$. If this is not a case, we can choose the minimum integer $n'$ exceeding $n + 1$ such that $n'$ is a multiple of $w$, and use a matrix $d$ of size $(m + 1) \times n'$. We also assume that we use $m$ threads on the UMM.

The first for-loop performs $d[0][j] \leftarrow x$ in parallel. Since writing in $n$ elements $d[0][1], d[0][2], \ldots, d[0][n]$ is contiguous memory access, it takes $O\left(\frac{n}{w} + \frac{n}{m}\right)$ time units from Lemma 3.1. The second for-loop performs $d[k][0] \leftarrow x$ in parallel. Since $d[0][0], d[1][0], \ldots, d[m][0]$ are in the same bank $B(0)$, all writing operations are performed in turn. Hence, the second for-loop takes $m + l$ time units.

The evaluation of the computing time for the third for-loop is a little complicated. The third for-loop for a fixed $k$ involves the following memory access operations:

- reading from $x[1], x[2], \ldots, x[m]$,
- reading from $y[k], y[k - 1], \ldots, y[k - m + 1]$,
- reading from $d[1][k - 1], d[2][k - 2], \ldots, d[m][k - m]$,
- reading from $d[0][k], d[1][k - 1], \ldots, d[m - 1][k - m + 1]$,
- writing in $d[1][k], d[2][k - 1], \ldots, d[m][k - m + 1]$.

For simplicity, we consider that the memory access is omitted if the index of arrays above is out of range defined. Since the first two reading operations are the contiguous memory access for $m$ elements, they take $O\left(\frac{m}{w} + \frac{m}{m}\right) = O\left(\frac{m}{w} + l\right)$ time units from Lemma 3.1. The remaining four reading operations are not contiguous. However, they are contiguous bank access, and they also take $O\left(\frac{m}{w} + l\right)$ time units from Lemma 3.2. Thus, the third for-loop runs in $O\left(\frac{m}{w} + l\right) \cdot (n + m - 1) = O\left(mw + nl\right)$ time from $m \leq n$.

Finally, we need to compute $\min \{d[m][j] \mid 0 \leq j \leq n\}$. The minimum of $n + 1$ numbers can be computed using a single thread in $(n + 1)l = O(nl)$ time in an obvious way.

Therefore, we have,

**Lemma 6.1.** The ASM of two strings of length $m$ and $n$ ($m \leq n$) can be computed in $O\left(\frac{nm}{w} + nl\right)$ time units using $m$ threads on the DMM with width $w$ and latency $l$. 
7. A parallel algorithm for the ASM on the UMM

This section is devoted to show how we implement the parallel algorithm for computing the approximate string matching on the UMM.

If the parallel algorithm in the previous section is implemented on the UMM as it is, the memory access is performed for different address groups. If this is the case, the memory access request is processed in turn, the UMM takes at least $O(nm)$ time units to compute the values of $d$.

For the purpose of the contiguous memory access in the third for-loop, we slide the matrix $d$ as illustrated in Figure 6. More specifically, we use a matrix $s$ of size $(n + m + 1) \times (n + 1)$ such that the value of each $d[i][j]$ is stored in $s[i + j][j]$.

Let us evaluate the computing time on the UMM if the parallel algorithm is executed for the matrix $s$. Again, we assume that we use $m$ threads. The first for-loop and the second for-loop performs writing operations for $s[0][0], s[1][1], \ldots, s[n][n]$ and for $s[1][0], s[2][0], \ldots, s[m][0]$, respectively. Hence, the memory access by a warp is performed for the different address groups both in the first for-loop and in the second for-loop. Thus, the first for-loop and the second for-loop take $m + l$ time units and $n + l$ time units, respectively.

The third for-loop for a fixed $k$ involves the following memory access operations:

- reading from $x[1], x[2], \ldots, x[m],$
- reading from $y[k], y[k - 1], \ldots, y[k - m + 1],$
- reading from $s[k][k - 1], s[k][k - 2], \ldots, s[k][k - m],$
- reading from $s[k][k], s[k][k - 1], \ldots, s[k][k - m + 1],$
- reading from $s[k + 1][k - 1], s[k + 1][k - 2], \ldots, s[k + 1][k - m],$ and
- writing in $s[k + 1][k], s[k + 1][k - 1], \ldots, s[k + 1][k - m + 1].$

Since the first two reading operations are the contiguous access, they take $O(m + \frac{nl}{m}) = O(m + l)$ time units from Lemma 3.1. Since the remaining four memory access operations are performed by the contiguous access, they also take $O(m + l)$ time units. Thus, the third for-loop runs in $O(m + l) \cdot (n + m) = O(mn + nl)$ time units. Finally, we compute $\min \{s[m + j][j] \mid 0 \leq j \leq n\}$ in $O(ml)$ time units using a single thread in an obvious way. Therefore, we have,
**Lemma 7.1.** The ASM of two strings of length \(m\) and \(n\) \((m \leq n)\) can be computed in \(O(m + nl)\) time units using \(m\) threads on the UMM with width \(w\) and latency \(l\).

Clearly, the implementation for Lemma 7.1 also works on the DMM.

The implementation for Lemma 7.1 uses an array \(s\) of size \((n + m + 1) \times (n + 1)\). However, only three rows \(s[k - 1][\cdot], s[k][\cdot], s[k + 1][\cdot]\) of \(s\) are accessed for each \(k\). Further, \(m + 2\) elements are used in each row, and two of them are just initialized values. Thus, we can reduce the size of array \(s\) to \(3 \times m\). For this purpose, we use array \(s'\) of size \(3 \times m\) to handle the values in \(s\) as follows:

- return 0 when \(s[j][j]\) is read,
- return \(i\) when \(s[i][i]\) is read, and
- access \(s'[i \mod 3][j \mod m]\) when \(s[i][j]\) is accessed.

Clearly, since the memory access to array \(s\) performed by the parallel algorithm for the ASM is contiguous, that to array \(s'\) is also contiguous. Hence, even if we use \(s'\) instead of \(s\), the computing time is still \(O(m + nl)\) time units. Thus, we have, 

**Theorem 7.2.** The ASM of two strings of length \(m\) and \(n\) \((m \leq n)\) can be computed in \(O(\frac{m+nl}{m})\) time units using \(m\) threads and working space of size \(O(m)\) on the DMM and the UMM with width \(w\) and latency \(l\).

8. Further improvement of the parallel ASM

In practical applications, ASM \((X, Y)\) for a very long \(Y\) need to be computed. In other words, we need to compute ASM \((X, Y)\) such that \(m \ll n\). If this is the case, the latency overhead \(O(nl)\) dominates the computing time. The main purpose of this section is to show that the latency overhead can be reduced to \(O(ml)\). This hides the latency overhead and achieves a significant improvement when \(m \ll n\).

We first show that we can restrict the length of substrings of \(Y\) to at most \(2m\) when we compute the ASM. If a substring \(Y'\) of \(Y\) is longer than \(2m\), then \(ED(X, Y') > 2m - m = m\). However, since \(ASM(X, Y) \leq m\) always hold, we can ignore such \(Y'\) when we compute \(ASM(X, Y)\).

Using this fact, we can further parallelize the computation of ASM \((X, Y)\). We partition \(Y\) into \(\frac{m}{m}\) substrings \(Y_0, Y_1, \ldots, Y_{m-1}\) of length \(m\) each such that \(Y_i = y_{im+1}y_{im+2}\ldots y_{i(m+1)}\) \((0 \leq i \leq \frac{n}{m} - 1)\). Further, let \(Z_0, Z_1, \ldots, Z_{m-3}\) be the strings of adjacent three \(Y_i\)'s, that is \(Z_i = Y_i Y_{i+1} Y_{i+2}\) \((0 \leq i \leq \frac{n}{m} - 3)\). Clearly, the length of each \(Z_i\) is \(3m\) and any substring \(Y'\) with at most \(2m\) characters is a substring of one of \(Z_0, Z_1, \ldots, Z_{m-3}\). Thus, the following algorithm can compute \(ASM(X, Y')\).

**Improved parallel algorithm for the ASM**

- for \(i \leftarrow 0\) to \(\frac{n}{m} - 3\) do in parallel
  - compute \(ASM(X, Z_i)\)
  - output \(\min\{ASM(X, Z_i) \mid 0 \leq i \leq \frac{n}{m} - 3\}\)

Let us evaluate the computing time. We use the implementation for Theorem 7.2 to compute each \(ASM(X, Z_i)\) \((0 \leq i \leq \frac{n}{m} - 3)\) in parallel. In this implementation, a matrix \(s'\) of size \(3 \times m\) is used to compute each \(ASM(X, Z_i)\). Since \(m(\frac{n}{m} - 3) < n\), we can consider that we have a large combined matrix of size \(3 \times n\) and the contiguous memory access is performed using \(n\) threads. From Lemma 3.1, the contiguous memory access to an array of \(3n\) can be done using \(n\) threads in \(O(\frac{3n}{w} + \frac{3n}{n}) = O(\frac{n}{w} + l)\) time units. Since \(X\) and \(Z_i\) have \(m\) and \(3m\) characters, respectively, this contiguous memory access is repeated \(m + 3m - 1 = 4m - 1\) times. Thus, the values of all \(ASM(X, Z_i)\) \((0 \leq i \leq \frac{n}{m} - 3)\) can be computed in \(O(\frac{n}{w} + l) \cdot (4m - 1) = O(\frac{mn}{w} + ml)\)
time using \( n \) threads.

Next, we need to compute the minimum of \( \frac{n}{m} - 2 \) numbers. We can compute the minimum in \( (\frac{n}{m} - 2)l = O(\frac{nl}{w}) \) time units using a single thread. However, when \( n \) is very large, this computing time dominates the total computing time. We want to compute the minimum of \( \frac{n}{m} - 2 \) numbers in no more than \( O(\frac{nm}{w} + ml) \) time. We use the fact that these numbers are no more than \( m \). Let \( s_0, s_1, \ldots, s_{\frac{n}{m} - 3} \) denote \( \frac{n}{m} - 2 \) numbers. We use \( \frac{n}{m} - 2 \) threads and an array \( v \) of size \( m+1 \) initialized by 0. A thread assigned to each \( s_i \) \( (0 \leq i < \frac{n}{m} - 2) \) performs \( v[s_i] \leftarrow 1 \). Since each of the \( \frac{n}{m} - 2 \) warps accesses an array of size \( m+1 \), this operation takes \( (\frac{n}{m} - 2) \cdot \frac{m+1}{w} = O(\frac{nm}{w} + \frac{ml}{w}) \) time units. After that, we find the minimum \( j \) such that \( v[j] = 1 \). Such minimum \( j \), which is equal to the minimum of \( \frac{n}{m} - 2 \) numbers, can be found in \( ml \) time units using a single thread in an obvious way. Thus, the minimum of \( \frac{n}{m} - 2 \) numbers can be computed in \( O(\frac{nm}{w} + \frac{ml}{w}) < O(\frac{nm}{w} + ml) \) time units. Finally, we have,

**Theorem 8.1.** The ASM of two strings of length \( m \) and \( n \) \( (m \leq n) \) can be computed in \( O(\frac{nm}{w} + ml) \) time units using \( n \) threads and working space of size \( O(m) \) on the DMM and the UMM with width \( w \) and latency \( l \).

9. **Optimality of Implementations**

This section is devoted to discuss the optimality of our implementation of the dynamic programming based algorithm for the ASM. Note that, what we discuss is “optimality of implementations”, not “optimality of algorithms”.

In the dynamic programming based algorithm, an array \( d \) of size \( (m+1) \times (n+1) \) is used. Since all of \( (m+1) \times (n+1) \) elements in \( d \) is accessed at least once and the memory bandwidth is \( w \), it takes at least \( \frac{(m+1)(n+1)}{w} = \Omega(\frac{mn}{w}) \) time units to compute the ASM.

The value of \( d[i][j] \) \( (1 \leq i \leq m) \) depends on that of \( d[i-1][j] \). Hence, the value of \( d[i-1][j] \) must be read before that of \( d[i][j] \) is written. In other words, at least \( l \) time units are necessary from writing the resulting values in \( d[i-1][j] \) to that of \( d[i][j] \). Thus, at least \( ml \) time units are necessary to compute the value of \( d[m][j] \).

Two lower bounds combined, we have,

**Theorem 9.1.** Any implementation of the dynamic programming based ASM algorithm for two strings of length \( m \) and \( n \) \( (m \leq n) \) takes at least \( \Omega(\frac{nm}{w} + ml) \) time on the DMM and the UMM with width \( w \) and latency \( l \).

From this lower bound theorem, our implementations for Theorem 8.1 is time optimal.

10. **Optimal implementation of the ADSM**

As we have shown in Section 5, the ADSM can be computed in the same way as the ASM. Hence the reader should have no difficulty to confirm that

**Theorem 10.1.** The ADSM of two discrete signals of length \( m \) and \( n \) \( (m \leq n) \) can be computed in \( O(\frac{nm}{w} + ml) \) time units using \( n \) threads and working space of size \( O(m) \) on the DMM and the UMM with width \( w \) and latency \( l \).

The ADSM of two discrete signals of length \( m \) and \( n \) \( (m \leq n) \) can be computed in \( O(\frac{nm}{w} + ml) \) time units using \( n \) threads and working space of size \( O(m) \) on the DMM and the UMM with width \( w \) and latency \( l \).
Also, we have the same lower bound of the time units to prove the optimality of Theorem 10.1 as follows.

**Theorem 10.2.** Any implementation of the dynamic programming based ADSM algorithm for two sequences of length $m$ and $n$ ($m \leq n$) takes at least $\Omega\left(\frac{mn}{w} + ml\right)$ time on the DMM and the UMM with width $w$ and latency $l$.

11. **Conclusion**

In this paper, we have presented efficient implementations for the approximate string matching (ASM) on the memory machine models. Our best implementation for strings $X$ and $Y$ with length $m$ and $n$ ($m \leq n$), respectively, runs in $O\left(\frac{mn}{w} + ml\right)$ time units using $n$ threads both on the DMM on the UMM with width $w$ and latency $l$. The approximate discrete signal matching (ADSM) can be computed in the same time complexity. Further, we have proved that $\Omega\left(\frac{mn}{w} + ml\right)$ time units are necessary for any implementation of the dynamic programming based algorithm to compute the ASM and the ADSM.
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