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Abstract—The Discrete Memory Machine (DMM) is a theoretical parallel computing model that captures the essence of memory access by a streaming multiprocessor on CUDA-enabled GPUs. The DMM has \(w\) memory banks that constitute a shared memory, and each warp of \(w\) threads access the shared memory at the same time. However, memory access requests destined for the same memory bank are processed sequentially. Hence, it is very important for developers of parallel algorithms to consider the memory access characteristics such as bank conflicts and coalescing. We first present the Super Discrete Memory Machine (SDMM), an extended version of the DMM, which supports a super warp with multiple warps. Memory access requests by multiple warps in a super warp are packed through pipeline registers to reduce the memory access congestion. We then go on to apply the random address shift technique to the SDMM. The resulting machine, the Random Super Discrete Memory Machine (RSDMM) can equalize memory access requests by a super warp. Quite surprisingly, for any memory access requests by a super warp on the RSDMM, the overhead of the memory access congestion is within a constant factor of perfectly scheduled memory access. Thus, unlike the DMM, developers of parallel algorithms do not have to consider the memory access congestion on the RSDMM. The congestion on the RSDMM is evaluated by theoretical analysis as well as by experiments.
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I. INTRODUCTION

A. Background

The GPU (Graphics Processing Unit), is a specialized circuit designed to accelerate computation for building and manipulating images [1], [2], [3], [4]. Latest GPUs are designed for general purpose computing and can perform computation in applications traditionally handled by the CPU. Hence, GPUs have recently attracted the attention of many application developers [1], [5], [6]. NVIDIA provides a parallel computing architecture called CUDA (Compute Unified Device Architecture) [7], the computing engine for NVIDIA GPUs. CUDA gives developers access to the virtual instruction set and memory of the parallel computational elements in NVIDIA GPUs. In many cases, GPUs are more efficient than multicore processors [2], since they have hundreds of processor cores and very high memory bandwidth.

NVIDIA GPUs has streaming multiprocessors (SMs) each of which executes multiple threads in parallel. CUDA uses two types of memories in the NVIDIA GPUs: the shared memory and the global memory [7]. Each SM has the shared memory, an extremely fast on-chip memory with lower capacity, say, 16-48 Kbytes, and low latency. Every SM shares the global memory implemented as an off-chip DRAM with large capacity, say, 1.5-6 Gbytes, but its access latency is very large. The efficient usage of the shared memory and the global memory is a key for CUDA developers to accelerate applications using GPUs. In particular, we need to consider bank conflicts of the shared memory accesses and coalescing of the global memory accesses [8].

The address space of the shared memory is mapped into several physical memory banks. If two or more threads access the same memory bank at the same time, the access requests are processed in turn. Hence, to maximize the memory access performance, threads in a warp should access distinct memory banks to avoid bank conflicts of the shared memory accesses. To maximize the bandwidth between the GPU and the DRAM chips, the consecutive addresses of the global memory must be accessed at the same time. Thus, CUDA threads should perform coalesced access when they access the global memory.

The most well-studied parallel computing model is the Parallel Random Access Machine (PRAM) [9], [10], which consists of processors and a shared memory. Each processor on the PRAM can access any address of the shared memory in a time unit. The PRAM is a good parallel computing model in the sense that parallelism of each problem can be revealed by the performance of parallel algorithms on the PRAM. Although GPUs have the shared memory and the global memory accessed by multiple threads, parallel algorithms developed for the PRAM may not achieve good performance on GPUs. We should consider the memory access characteristics such as bank conflicts and coalescing when we develop efficient parallel algorithms for GPUs.

B. Memory Machine Models for GPUs

The Discrete Memory Machine (DMM) [11], [12], the
Unified Memory Machine (UMM) [13], [14], [15], and the Hierarchical Memory Machine [16], [17], [18] are theoretical parallel computing models of CUDA-enabled GPUs. The DMM reflects parallel computing by multiple cores in a single streaming multiprocessor with the shared memory. The UMM corresponds to parallel computing using the global memory of CUDA-enabled GPUs. The HMM captures the hierarchical architecture of CUDA-enabled GPUs using multiple streaming processors with multiple cores. In this paper, we focus on the DMM.

Figure 1 (A) illustrates the basic structure of the Discrete Memory Machine (DMM). The DMM has \( p \) threads, each of which is a Random Access Machine (RAM) [19], which can execute fundamental operations in a time unit. It also has \( w \) memory banks that constitute a single address space. We assume that address \( i \) is mapped to bank \( i \mod w \). Threads are executed in SIMD [20] fashion, and run on the same program and work on the different data. The \( p \) threads are partitioned into \( \frac{p}{w} \) groups of \( w \) threads each called a warp. For simplicity, we assume that \( p \) is a multiple of \( w \). On the DMM, \( \frac{p}{w} \) warps are dispatched for memory access in turn, and \( w \) threads in a dispatched warp send memory access requests. The \( w \) memory access requests sent by a dispatched warp are sent to the \( w \) memory banks through the Memory Management Unit (MMU). We do not discuss the architecture of the MMU, but we assume that it moves memory access requests to destination memory banks in a pipeline fashion. The memory access requests destined for the same memory bank are processed sequentially. Also, we assume that memory access takes latency \( l \). Intuitively, it takes \( l \) time units for a memory access request to move from a thread to the memory banks through the MMU. Note that the DMM has three parameters: width \( w \) (i.e. the number of memory banks and the number of threads in a warp), latency \( l \), and the number \( p \) of threads.

It is very important for developing efficient algorithms on the DMM to reduce the memory access congestion, the maximum number of memory access requests destined for the same bank. However, it is not easy and sometimes impossible to minimize the memory access congestion for some problems. In our previous paper [11], we have developed a graph coloring technique to minimize the memory access congestion for off-line permutation. Later, we have implemented this offline permutation algorithm on GeForce GTX-680 GPU [12]. The experimental results showed that the offline permutation algorithm developed for the DMM runs on the GPU much faster than the conventional offline permutation algorithm. This fact implies that, the DMM is a good theoretical model for GPU computing using a streaming multiprocessor, and it is very important to minimize the memory access congestion when we implement parallel algorithms on the GPU.

C. Our Contribution

The main contribution of this paper is to present novel and practical parallel computing models, in which the memory access congestion can be reduced.

We first present the Super Discrete Memory Machine (SDMM), an extended version of the DMM, which supports a super warp with multiple warps. Memory access requests
by a super warp are packed through the Request Packing Unit (RPU) to reduce the memory access congestion. Figure 1 (B) illustrates the basic structure of the SDMM. Let $s$ be the number of warps in each super warp. Memory access requests sent by $sw$ threads in a super warp are packed such that they are sent to the memory banks continuously. Since memory access requests by multiple warps are packed on the SDMM, we can expect to average memory access requests for memory banks and to reduce the memory access congestion.

We then go on to apply the random address shift technique presented in [21]. Usually, a single address space is mapped to the $w$ memory banks such that each address $j \cdot w + k$ ($j \geq 0, 0 \leq k \leq w - 1$) is arranged in the $j$-th memory cell of memory bank $k$. The idea of the random address shift is to arrange each address $j \cdot w + k$ to the $j$-th memory cell of memory bank $(k + r_j) \mod w$, where $r_0, r_1, \ldots$ are independent random numbers in $[0, w - 1]$. In other words, each address $j \cdot w + k$ is arranged to address $j \cdot w + (k + r_j) \mod w$. We apply this technique to the SDMM, and obtain the Random Super Discrete Memory Machine (RSDMM). Figure 1 (C) illustrates the basic structure of the RSDMM. The Random Shift Unit (RSU) is used to route address $j \cdot w + k$ to address $j \cdot w + (k + r_j) \mod w$. On the SDMM, all $sw$ memory requests by a super warp are destined for the same memory bank in the worst case, while $s$ memory requests are destined for the same bank if they are equally sent to $w$ banks. On the other hand, on the RSDMM, we can guarantee that expected $O\left(\frac{\log s \log w}{\log w}\right)$ memory requests are destined for the same bank for all cases if $s \leq \log w$.

Quite surprisingly, if a super warp on the RSDMM has $s = \log w$ warps, expected $O(\log w)$ memory access requests are destined for the same bank. Since the perfectly scheduled memory access on the SDMM must have $\log w$ memory access requests to the same bank, the overhead of the memory access congestion of the RSDMM for any memory access is within a constant factor of that of the SDMM for perfectly scheduled memory access. In this paper, the congestion on the RSDMM is evaluated by theoretical analysis as well as by experiments. We can say that, unlike the DMM or the SDMM, developers do not have to consider the memory access congestion on the RSDMM for optimizing parallel algorithms. They can assume a uniformly accessible shared memory when they implement parallel algorithm in the RSDMM. Our results on the RSDMM suggest a new architecture of streaming multiprocessor for next generation GPUs.

To clarify the difference of the DMM, the SDMM, and the RSDMM in terms of computational power, we evaluate the time for transposing a matrix of size $\sqrt{n} \times \sqrt{n}$, where $\sqrt{n}$ is a multiple of $w$. We use two algorithms: the Naive Transpose Algorithm and the Diagonal Transpose Algorithm. The Naive Transpose Algorithm follows the definition of the transpose as it is. Every thread is assigned to the matrix in row major order, and copies elements along the definition of the transpose. Figure 2 illustrates how the matrix is transposed by the Naive Transpose Algorithm. The congestion of this algorithm is very large on the DMM. The memory write requests by a warp are always destined for the same bank, and the transposing takes a lot of time. Actually, on the DMM with width $w$ and latency $l$, the Naive Transpose Algorithm runs in $O(n + \frac{n}{w})$ time units using $p$ threads. Since the running time has a factor $O(n)$, the Naive Transpose Algorithm on the DMM has no contribution of parallel computation for transposing a matrix.

![Figure 2. Illustrating the Naive Transpose Algorithm](image)

The Diagonal Transpose Algorithm is designed to minimize the memory access congestion on the DMM. Every thread is assigned to the matrix in a diagonal order. Figure 3 illustrates how the matrix is transposed by the Diagonal Transpose Algorithm. The memory write requests by a warp are always destined for distinct banks. Thus, the transposing can be done much faster. On the DMM with width $w$ and latency $l$, the Diagonal Transpose Algorithm runs in $O(n + \frac{n}{w})$ time units using $p$ threads. This computing time matches the sum of two lower bounds [15]: the bandwidth lower bound $\Omega\left(\frac{n}{w}\right)$ and the latency lower bound $\Omega\left(\frac{n}{w}\right)$. Hence, the Diagonal Transpose Algorithm on the DMM is optimal.

![Figure 3. Illustrating the Diagonal Transpose Algorithm](image)

It may be difficult and a heavy task for users to develop ingenious and optimal algorithms such as the Diagonal Transpose Algorithm. Hence, it is challenging to extend the DMM such that even the Naive Transpose Algorithm runs very efficiently. The SDMM can accelerate the Naive Transpose Algorithm if the size of matrix is small. We will
show that, on the SDMM with width $w$, latency $l$, and super
warps of $\log w$ warps, the Naive Transpose Algorithm runs
in $O\left(\frac{n}{w} + \min(n, \frac{n \sqrt{w}}{w \log w}) + \frac{n}{p}\right)$ time units using $p$ threads.
The SDMM runs faster than the DMM when $w \log w > \sqrt{n}$,
but it is not time optimal. On the other hand, the Naive
Transpose Algorithm runs in expected $O\left(\frac{n}{w} + \frac{n}{p}\right)$ time units on
the SDMM. On the RSDMM, both the Naive Transpose
Algorithm and the Diagonal Transpose Algorithm run in
optimal running time. Table I summarizes the running time
of two transpose algorithms on the three models.

This paper is organized as follows. In Section II, we first
describe the Discrete Memory Machine (DMM). Section III
shows the Naive Transpose Algorithm and the Diagonal
Transpose Algorithm, and evaluates their performance on
the DMM. In Section IV, we present the Super Discrete Memory
Machine (SDMM) and evaluate the performance of two
transpose algorithms on the SDMM. In Section V, we show
the random address shift technique and the Random Super
Discrete Memory Machine (RSDMM). We also prove that,
for any memory access by a super warp with $s$ warps with
$w$ threads each, the memory access congestion is expected
$O\left(\frac{s}{w} \log \frac{w}{s}\right)$. Section VI shows the experimental results of
the memory access congestion on the RSDMM. Section VII
concludes our work.

II. DISCRETE MEMORY MACHINE (DMM)

The main purpose of this section is to define the Discrete
Memory Machine (DMM) introduced in our previous pa-
per [11]. The reader should refer to [11] for the details of
the DMM.

Recall that the DMM has three parameters: the width
$w$, the latency $l$, and the number $p$ of threads. Let $m[i]
(i \geq 0)$ denote a memory cell of address $i$ in the memory.
Let $B[j] = \{m[j], m[j + w], m[j + 2w], m[j + 3w], \ldots\}
(0 \leq j \leq w-1)$ denote the $j$-th bank of the memory.
Clearly, each memory cell $m[i]$ ($i \geq 0$) is in bank $B[i \mod w]$.
We assume that memory cells in different banks can be
accessed in a time unit, but no two memory cells in the
same bank can be accessed in a time unit. Also, we assume
that $l$ time units are necessary to complete an access request
and continuous requests are processed in a pipeline fashion
through the MMU. Thus, it takes $k + l - 1$ time units to
complete $k$ access requests to a particular bank.

Let $T(0), T(1), \ldots, T(p-1)$ denote $p$ threads. We assume
that $p$ threads are partitioned into $\frac{p}{w}$ groups of $w$ threads,
each of which called a warp. More specifically, $p$ threads are
partitioned into $\frac{p}{w}$ warps $W(0), W(1), \ldots, W\left(\frac{p}{w} - 1\right)$ such
that $W(i) = \{T(i \cdot w), T(i \cdot w + 1), \ldots, T((i + 1) \cdot w - 1)\}
(0 \leq i \leq \frac{p}{w} - 1)$. Warps are dispatched for memory access
in turn, and $w$ threads in a warp try to access the memory banks
at the same time. In other words, $W(0), W(1), \ldots, W\left(\frac{p}{w} - 1\right)$ are dispatched in a round-robin manner if at least one
thread in a warp requests memory access. When $W(i)$ is
dispatched, $w$ threads in $W(i)$ send memory access requests,
\[ C = \sum_{i=0}^{\frac{n}{p} - 1} \sum_{j=0}^{\frac{\sqrt{n} - 1}{p}} c_{i,j} \] denotes the total congestion of the algorithm. The \( j \)-th round of memory access can be done in \[ \sum_{i=0}^{\frac{n}{p} - 1} c_{i,j} + l - 1 \] time units. Hence, the \( T \) rounds of memory access can be completed in \[ \sum_{j=0}^{T-1} \left( \sum_{i=0}^{\frac{n}{p} - 1} c_{i,j} + (l - 1)T \right) = \sum_{j=0}^{T-1} \sum_{i=0}^{\frac{n}{p} - 1} c_{i,j} + (l - 1)T \]

Thus, we have, 

**Lemma 1:** An algorithm running in \( T \) rounds of memory access and \( C \) total congestion on the DMM with latency \( l \) runs in \( C + (l - 1)T \) time units.

### III. The Naive Transpose Algorithm and the Diagonal Transpose Algorithm

The main purpose of this section is to evaluate the computing time of two algorithms, the Naive Transpose Algorithm and the Diagonal Transpose Algorithm that transpose a matrix on the DMM. We also prove that the Diagonal Transpose Algorithm is time optimal.

We first evaluate the computing time of two memory access operations, \textit{row-major access} and \textit{column-major access} on the DMM. Suppose that we have a matrix \( a \) of size \( \sqrt{n} \times \sqrt{n} \). We assume that \( \sqrt{n} \) is a multiple of \( w \). Note that \((i, j)\)-element of the matrix is arranged in offset \( i \cdot \sqrt{n} + j \) and thus, it is arranged in bank \( B[j \mod w] \).

Suppose that \( p \) threads of the DMM access all of the \( n \) elements in \( a \) such that each thread accesses \( \frac{n}{p} \) elements.

We can consider two memory access operations, \textit{row-major access} and \textit{column-major access} as follows:

**[Row-major access]**

\begin{align*}
& \text{for } i \leftarrow 0 \text{ to } p - 1 \text{ do in parallel} \\
& \quad \text{for } t \leftarrow 0 \text{ to } \frac{n}{p} - 1 \text{ do} \\
& \quad \quad j \leftarrow (t \cdot p + i) / \sqrt{n} \\
& \quad \quad k \leftarrow (t \cdot p + i) \mod \sqrt{n} \\
& \quad \text{thread } T(i) \text{ accesses } a[j][k]
\end{align*}

**[Column-major access]**

\begin{align*}
& \text{for } i \leftarrow 0 \text{ to } p - 1 \text{ do in parallel} \\
& \quad \text{for } t \leftarrow 0 \text{ to } \frac{n}{p} - 1 \text{ do} \\
& \quad \quad j \leftarrow (t \cdot p + i) / \sqrt{n} \\
& \quad \quad k \leftarrow (t \cdot p + i) \mod \sqrt{n} \\
& \quad \text{thread } T(i) \text{ accesses } a[k][j]
\end{align*}

The reader should refer to Figure 5 illustrating the row-major access and the column-major access for \( \sqrt{n} = p = 4 \).
they access different banks and the congestion is 1, and the total congestion is \( \frac{n}{w} \). Also, it performs \( \frac{n}{p} \) rounds memory access. Hence, from Lemma 1, the row-major access takes \( \frac{n}{w} + \frac{n(n-1)}{p} \) time units. On the other hand, in the column-major access, \( w \) threads access the same bank, and the congestion is \( w \). Hence, the total congestion is \( n \) and the column-major access takes \( n + \frac{n(n-1)}{p} \) time units.

Suppose that we have two matrices \( a \) and \( b \) of size \( \sqrt{n} \times \sqrt{n} \). Again, we assume that \( \sqrt{n} \) is a multiple of \( w \). The following algorithm stores the transpose of \( a \) in \( b \) using \( p \) threads:

**[Naive Transpose Algorithm]**
for \( i \leftarrow 0 \) to \( p - 1 \) do in parallel
for \( t \leftarrow 0 \) to \( \frac{w}{p} - 1 \) do
\( j \leftarrow (t \cdot p + i) / \sqrt{n} \)
\( k \leftarrow (t \cdot p + i) \mod \sqrt{n} \)
thread \( T(i) \) performs \( b[k][j] \leftarrow a[j][k] \)

Let us evaluate the running time. The reader should refer to Figure 2 illustrating the Naive Transpose Algorithm. Clearly, \( p \) threads read all elements in \( a \) in row-major order. However, they write in \( b \) in column-major order. Thus, the Naive Transpose Algorithm runs in \( O(n + \frac{n}{p}) \) time units.

Using the diagonal memory access technique [11], the transpose can be done with memory access congestion 1.

**[Diagonal Transpose Algorithm]**
for \( i \leftarrow 0 \) to \( p - 1 \) do in parallel
for \( t \leftarrow 0 \) to \( \frac{w}{p} - 1 \) do
\( j \leftarrow (t \cdot p + i) / \sqrt{n} \)
\( k \leftarrow (t \cdot p + i) \mod \sqrt{n} \)
thread \( T(i) \) performs
\( b[k][(j + k) \mod \sqrt{n}] \leftarrow a[(j + k) \mod \sqrt{n}][k] \)

Figure 3 illustrates the Diagonal Transpose Algorithm. It should be clear that this algorithm performs the transpose correctly. Let us evaluate the running time. Clearly, the memory access to \( a \) and \( b \) by a warp destined for distinct memory banks, and the congestion is 1. Thus, the algorithm with diagonal access runs in \( O(\frac{n}{w} + \frac{w}{p}) \) time units using \( p \) threads. Thus, we have,

**Theorem 2:** The Naive Transpose Algorithm and the Diagonal Transpose Algorithm for a matrix of size \( \sqrt{n} \times \sqrt{n} \) run in \( O(n + \frac{n}{p}) \) time units and in \( O(\frac{n}{w} + \frac{w}{p}) \) time units using \( p \) threads on the DMM with width \( w \) and latency \( l \), respectively.

We prove that the Diagonal Transpose Algorithm is time optimal. Clearly, each of the \( n \) elements in \( a \) must be accessed at least once, and at most \( w \) elements in \( a \) can be read in a time unit. Thus it takes at least \( \Omega(\frac{n}{w}) \) time for transposing \( a \). Also, each of the \( p \) thread can send at most one memory read request in \( l \) time units. Hence, \( p \) threads can send \( \frac{p}{l} \) memory read requests in \( t \) time units. Since \( \frac{p}{l} \geq n \) must be satisfied, it takes at least \( t = \Omega(\frac{n}{p}) \) time units to read \( n \) elements in \( a \). Therefore, any algorithm takes \( \Omega(\frac{n}{w} + \frac{w}{p}) \) time units to transpose a matrix of size \( \sqrt{n} \times \sqrt{n} \) and the Diagonal Transpose Algorithm is time optimal.

**IV. THE SUPER DISCRETE MEMORY MACHINE (SDMM)**

The main purpose of this section is to define the Super Discrete Memory Machine (SDMM), the DMM supporting super warps.

A **super warp** is a set of warps. Let \( s \) denote the number of warps in a super warp. Since each warp has \( w \) threads, a super warp has \( sw \) threads totally. Suppose that each of the \( sw \) threads in a super warp sends a memory access request.

In the SDMM, all memory requests destined for the same bank are packed such that they are sent to the memory bank continuously. Figure 6 illustrates an example of memory access by a super warp with three warps \( W(0), W(1), \) and \( W(2) \) of 4 threads each. The reader should compare Figure 6 with Figure 4, in which three warps access the same addresses. As illustrated in the figure, memory access requests in pipeline registers are packed so that they occupy fewer pipeline stages. In this paper, we do not discuss the details of the hardware implementation of the SDMM, but it is not difficult to implement the RPU for the SDMM (Figure 1 (B)) by few additional circuits.

We define the **memory access congestion by a super warp** to be the maximum number of requests destined for the same bank. More specifically, the congestion is \( c = \max\{n_i \mid 0 \leq i \leq w - 1 \} \) where each \( n_i \) \((0 \leq i \leq w - 1)\) is the number of memory access requests out of \( sw \) requests destined for \( B[i] \).

For example, the memory access congestion by the super warp of three warps in Figure 6 is 6, because 4 memory access requests are destined for bank \( B[3] \). If \( sw \) memory requests are destined for the \( w \) memory banks equally, each bank receives \( s \) memory access requests. We also define the **memory access congestion ratio** to be the memory access congestion per warp, that is, \( \frac{c}{s} \). For example, in Figure 6, the memory access congestion ratio is \( \frac{6}{3} = 2 \). Clearly, if all \( sw \) threads in a super warp access distinct address, the memory access congestion is at least \( s \) and the memory access congestion ratio is at least 1. Note that, if multiple threads access the same address, these values can be smaller. For example, if all \( sw \) threads in a super warp read from the same address, the memory access congestion and the memory access congestion ratio are 1 and \( \frac{1}{s} \) respectively.

Let \( S(0), S(1), \ldots, S(\frac{sw}{p} - 1) \) denote super warps such that each super warp \( S(i) \) \((0 \leq i \leq \frac{sw}{p} - 1)\) consists of \( s \) warps \( W(i \cdot sw), W(i \cdot sw + 1), \ldots, W((i + 1) \cdot sw - 1) \). For simplicity, we assume that \( p \) is a multiple of \( sw \). Suppose that the SDMM performs \( T \) rounds of memory access and let \( c_{i,j} \) \((0 \leq i \leq \frac{sw}{p} - 1, 0 \leq j \leq T - 1)\) denote the memory access congestion of super warp \( S(i) \) in the \( j \)-th round. Also, let \( C = \sum_{j=0}^{T-1} \sum_{i=0}^{\frac{sw}{p}-1} c_{i,j} \) denote the total congestion of the algorithm. The reader should have no difficulty to confirm that Lemma 1 also holds for the SDMM.
Let us evaluate the time necessary to complete the Naive Transpose Algorithm on the SDMM using Lemma 1 for the SDMM. For this purpose, we evaluate the column-major access to a matrix $A$ of size $\sqrt{n} \times \sqrt{n}$ on the SDMM.

**Case 1:** $sw \leq \sqrt{n}$

Recall that each column of the matrix is in the same bank. All $sw$ memory requests by a super warp are destined for the same bank. Thus, the total congestion is $n$. Hence, the column-major access takes $n + \frac{n(l-1)}{p}$ time units.

**Case 2:** $sw > \sqrt{n}$

Let $q = \frac{sw}{\sqrt{n}}$. If this is the case, a super warp accesses $q$ columns of $A$. Thus, $sw$ threads in a super warp access $q$ memory banks such that $\sqrt{n}$ threads access the same bank. Thus, the memory access congestion of a round of memory access by each super warp is $\sqrt{n}$. Since the column-major access performs $\frac{n}{p}$ rounds of memory access, the total congestion is $\sqrt{n} \cdot \frac{n}{p} = \frac{n \sqrt{n}}{sw}$. Hence, the column-major access takes $\frac{n \sqrt{n}}{sw} + \frac{n(l-1)}{p}$ time units.

Combining Cases 1 and 2, we get that the column-major access is $O(\min(n, \frac{n \sqrt{n}}{sw}) + \frac{n l}{p})$ time units. Also, in the row-major access on the SDMM, the total congestion is $\frac{n}{p}$. Similarly, in the the Diagonal Transpose Algorithm on the SDMM, the total congestion is $\frac{n}{p}$. Thus, we have,

**Theorem 3:** The Naive Transpose Algorithm and the Diagonal Transpose Algorithm run in $O(\frac{n}{w} + \min(n, \frac{n \sqrt{n}}{sw}) + \frac{n l}{p})$ time units and $O(\frac{n}{w} + \frac{n l}{p})$ time units using $p$ threads on the SDMM with width $w$, latency $l$, and super warp having $s$ warps.

V. THE RANDOM SUPER DISCRETE MEMORY MACHINE (RSDMM)

The main purpose of this section is to present a novel technique that we call the random address shift.

Recall that on the DMM and the SDMM, each $m[i]$ is arranged in bank $B[i \mod w]$. The idea of the random address shift is to randomly shift the address mapping to average the memory access requests destined for memory banks. We can consider that $m$ is a 2-dimensional array of width $w$ such that $m[i][k]$ ($i \geq 0, 0 \leq k \leq w - 1$) corresponds to $m[j \cdot w + k]$ in the 1-dimensional context.

Clearly, $m[j][k]$ is in bank $B[k]$ on the DMM and the SDMM.

Let $r_0, r_1, \ldots$ denote independent random integers uniformly selected from $[0, w - 1]$. Intuitively, the random address shift technique rotates each j-th row of $m$ by $r_j$. More specifically, each $m[j][k]$ ($j \geq 0, 0 \leq k \leq w - 1$) is arranged in bank $B[(k + r_j) \mod w]$. The reader should refer to Figure 7 illustrating how each address is mapped in memory banks.

Intuitively, the RSDMM is the SDMM with the Random Shift Unit (RSU) as illustrated in Figure 1 (C). The RSU is used to convert address $j \cdot w + k$ into address $j \cdot w + (k + r_j) \mod w$. In other words, a memory access request destined for bank $k$ is routed to bank $(k + r_j) \mod w$. Usually, parallel hashing to average the memory access needs complicated computation [23], [24]. However, the Random Shift Unit is so simple that it just reads the value of $r_j$ and performs one addition operation for each memory access request. Figure 7 illustrates how memory access requests stored in the $l$-stage pipeline. Since the super warp of three warps has 4 memory requests destined for $B[1]$, it takes $4 + l - 1 = 10$ time units to complete these memory access. The reader should compare Figure 7 with Figure 4 and Figure 6, in which three warps access the same addresses. As illustrated in the figure, memory access requests in pipeline registers of the RSDMM occupy fewer pipeline stages than the others.

We will prove that the expected value of the congestion ratio is at most $O(1)$ for any memory access by a super warp of $\log w$ warps on the RSDMM with width $w$. More generally, we show that the congestion ratio is $O(\log \log w)$ for any memory access for all $w$ ($\geq 4$) and $s$ ($2 \leq s \leq \log w$) where $s$ is the number of warps in a super warp. For simplicity, we assume that $w$ threads always access distinct address. Clearly, this assumption does not decrease the congestion because memory access requests to the same address by multiple threads are merged into one. For the proof, we use an important probability theory called the Chernoff bound that estimates the tail probability of the Poisson trials as follows:

**Theorem 4 (Chernoff Bound [25]):** Let $X_0, X_1, \ldots, X_{n-1}$ be independent Poisson trials such that $X_i = 1$ with probability $p_i$ ($0 \leq i \leq n - 1$). Let $X = \sum_{i=0}^{n-1} X_i$ and
\( \mu = E[X] = \sum_{i=0}^{n-1} p_i \). We have the following inequality for any \( \delta > 0 \):

\[
\Pr[X > (1 + \delta)\mu] < \left( \frac{e^\delta}{(1 + \delta)^{1+\delta}} \right)^\mu
\]

We are now in a position of evaluating the expected value of the congestion using the Chernoff bound for \( (2 \leq s \leq \log w) \). Note that the base of \( \log \) is 2 and \( e \) is the base of the natural logarithm. We assume that \( sw \) threads in a super warp access to an array \( m \) of size \( n \). Let \( j_0, j_1, \ldots, j_{sw-1} \) and \( k_0, k_1, \ldots, k_{sw-1} \) be the indexes of \( m \) such that each thread \( T(i) \) (\( 0 \leq i \leq sw - 1 \)) in a super warp accesses \( m[j][k_i] \). Using the random address shift technique, each thread \( T(i) \) accesses \( m[j][\{k_i + r_i\} \pmod{w}] \) instead. Let \( A(j) \) (\( 0 \leq j \leq \frac{n}{w} - 1 \)) be the number of memory access requests destined for \( m[j][s] \). Figure 7 also shows the values of \( A \). Clearly, \( \sum_{j=0}^{\frac{n}{w}-1} A(j) = sw \).

We fix a particular bank \( B[v] \) (\( 0 \leq v \leq w - 1 \)) and evaluate the number of memory access requests destined for \( B[v] \) for random selection of \( r_0, r_1, \ldots, r_{sw-1} \). Let \( X_0, X_1, \ldots, X_{w-1} \) be random binary variables such that \( X_j = 1 \) iff \( m[j][v] \) (\( 0 \leq j \leq \frac{n}{w} - 1 \)) is accessed by at least one of the \( sw \) threads. Clearly, \( X_j = 1 \) with probability \( \frac{A(j)}{w} \), because \( A(j) \) elements in \( m[j][s] \) are accessed. Since \( r_0, r_1, \ldots, r_{sw-1} \) are independent, random variables \( X_0, X_1, \ldots, X_{w-1} \) are also independent. Thus, Theorem 4 can be used to evaluate the value of \( X = \sum_{i=0}^{w-1} X_i \), which is equal to the number of memory access requests destined for \( B[v] \).

Let \( f_w(s) \) be a function such that

\[
f_w(s) = \frac{2e(\log s + 1) \log w}{\log \log w + 1}
\]

We have the following lemma:

**Lemma 5:** For random variable \( X \) defined above, we have,

\[
\Pr[X > f_w(s)] < w^{-2e}
\]

for any \( w \) and \( s \) such that \( w \geq 4 \) and \( 2 \leq s \leq \log w \).

**Proof:** Throughout the proof, we assume that \( w \geq 4 \) and \( 2 \leq s \leq \log w \). Since \( \mu = E[X] = \sum_{j=0}^{\frac{n}{w}-1} \frac{A(j)}{w} = s \), it should be clear that

\[
\Pr[X > (1 + \delta)s] < \left( \frac{e^\delta}{(1 + \delta)^{1+\delta}} \right)^s < \left( \frac{e}{1 + \delta} \right)^{1+\delta} s
\]

from Theorem 4. Let \( (1 + \delta)s = f_w(s) \) and we have,

\[
\log \Pr[X > f_w(s)] = (1 + \delta)s \log \frac{e}{1 + \delta} = f_w(s) \log \frac{e s}{1 + \delta}
\]

\[
= 2e(\log s + 1) \log w \frac{\log \log w + 1}{2(\log s + 1) \log w}
\]

(1)

Let \( g_w(s) \) be a function of \( s \) such that

\[
g_w(s) = \log \frac{\log s + 1}{\log \log w + 1} \log \log w + 1 \frac{\log \log w + 1) s}{2(\log s + 1) \log w}
\]

(2)

From (1) and (2) it is sufficient to prove that \( g_w(s) \leq -1 \), because \( \log \Pr[X > f_w(s)] \leq -2e \log w \cdot g_w(s) \leq -2e \log w \) if this is the case. We first show \( g_w(s) \leq -1 \) for the boundary cases as follows:

\[
g_w(2) = \frac{2}{\log \log w + 1} \frac{\log \log w + 1}{\log \log w + 1} = -1
\]

(3)

(\( \text{from} \ x - x = -1 \text{ for all } x \geq 2 \))

\[
g_w(\log w) = \frac{\log \log w + 1}{\log \log w + 1} \log \log w + 1 \frac{\log \log w + 1) \log w}{2(\log \log w + 1) \log w} = -1
\]

\[
= \log \frac{1}{2} = -1.
\]

(4)

We next show \( g_w(s) \leq -1 \) for all \( s \). Let \( u = \log s + 1 \). Also, let \( h_w(u) \) be the function such that

\[
h_w(u) = g_w(s) = \frac{u}{\log \log w + 1} (u - \log u + C),
\]

where \( C \) is a constant. We define \( g_w(s) \) in terms of \( h_w(u) \) as follows:

\[
g_w(s) = \frac{u}{\log \log w + 1} (u - \log u + C)
\]

Figure 7. An example of memory access by the Random Super Discrete Memory Machine (RSDMM)
where 

\[ C = \log(\log\log w + 1) - \log \log w - 2. \]

From the boundary cases above, it is sufficient to show that \( h_w(u) (2 \leq u \leq \log \log w + 1) \) is a convex function for the purpose of proving \( g_w(s) \leq -1 \) for all \( s \). We differentiate \( h_w \) twice as follows:

\[
h_w''(u) = \frac{u - \log u + C + u(1 - \frac{\log e}{u})}{\log \log w + 1} = \frac{2u - \log u + C - \log e}{\log \log w + 1}
\]

\[
h_w''(u) = \frac{2 - \frac{\log e}{\log \log w + 1}}{\log \log w + 1}
\]

Hence, \( h_w''(u) > 0 \) for all \( u \geq 2 \). It follows that \( h_w \) is convex and hence, \( h_w(u) \leq -1 \) for all \( u (2 \leq u \leq \log \log w + 1) \). This completes the proof.

Let \( Y \) denote a random variable denoting the maximum number of memory access requests over all banks \( B(v) (0 \leq v \leq w - 1) \). From Lemma 5, we have

\[
\Pr[Y > f_w(s)] \leq \Pr[X > f_w(s)] \cdot w < w^{-2e+1}.
\]

Thus, we have,

\[
\Pr[Y \leq f_w(s)] = 1, \quad \text{and} \quad \Pr[f_w(s) < Y \leq sw] < w^{-2e+1}.
\]

Hence, the expected value of \( Y \) is at most:

\[
E[Y] \leq \Pr[Y \leq f_w(s)] \cdot f_w(s) + \Pr[f_w(s) < Y \leq sw] \cdot sw = O(f_w(s)),
\]

from \( s \leq \log w \). Since the congestion ratio is \( E[Y] \), we have,

Theorem 6: For any memory access by a super warp of \( s \) warps on the RSDMM with width \( w \), the congestion ratio is expected \( O(1) \) for any \( w \geq 4 \).

Clearly, \( f_w(s) = \frac{\log \log w + 1}{2}e^{-2e+1} \cdot sw = O(f_w(s)) \).

Corollary 7: For any memory access by a super warp of \( \log w \) warps on the RSDMM with width \( w \), the congestion ratio is expected \( O(1) \) for any \( w \geq 4 \).

Let us evaluate the running time of the Naive Transpose Algorithm and the Diagonal Transpose Algorithm on the RSDMM with super warps having \( \log w \) warps. Since the congestion ratio is \( O(1) \), the memory access by a super warp of \( \log w \) threads takes \( O(\log w) \) time units to send memory access requests. Thus, the transpose algorithm runs in \( \frac{n}{\log \log w} \cdot O(\log w) + \frac{n(1-1)}{p} = O(n \frac{\log w}{\log \log w + 1}) \) time units. Thus, we have,

Theorem 8: Both the Naive Transpose Algorithm and the Diagonal Transpose Algorithm run in expected \( O(\frac{n}{w} + \frac{n}{p}) \) time units using \( p \) threads on the RSDMM with width \( w \), latency \( l \), and super warp having \( \log w \) warps.

VI. EXPERIMENTAL RESULTS

We will show that the actual value of the congestion ratio \( \frac{E[Y]}{s} \) is enough small by simulation. Table II shows these values obtained by 1,000,000 rounds of simulation, where a round is a round of memory access by a super warp with \( sw \) threads. In the simulation, every thread selects an address of the memory independently at random. Since multiple threads in a warp may select the same address, the congestion ratio can be less than 1. Since the number \( w \) of memory banks of current CUDA-enabled GPUs are 16 or 32 [7], we evaluate the congestion ratio \( \frac{E[Y]}{s} \) for \( w = 16, 32, 64, 128 \) and 256 for considering future extension of GPUs. Also, we perform the experiment for various number \( s \) of warps in a super warp to see the relation between \( s \) and the congestion \( \frac{E[Y]}{s} \).

We use the size \( n \) of array \( m \) is 1024 (= \( 2^{10} \)) and 1048576 (= \( 2^{20} \)).

In the table, the congestion is underlined when \( s = \log w \). For example, \( \frac{E[Y]}{s} = 1.819 \) when \( w = 32, \ s = 5 \), and \( n = 1024 \). When \( n = 1024 \), the congestion may be smaller than 1 for large \( w \) and \( s \), because many threads access the same address. We can see that the congestion \( \frac{E[Y]}{s} \) is less than 2 when \( s = \log w \) and \( n = 1024 \). Also, the congestion is almost 2 when \( s = \log w \) and \( n = 1048576 \). Recall that, for any memory access by a super warp, the congestion ratio on the RSDMM is \( O(\frac{f_w(s)}{s}) \) from Theorem 6. The table also shows the values of \( f_w(s) \) and \( \frac{E[Y]}{s} \) for \( w = 16, 32, 64, 128 \) and 256 for various number \( s \) of warps. We can see that the values of \( \frac{f_w(s)}{s} \) approximates the congestion ratio for \( n = 1048576 \).

VII. CONCLUSION

We have presented the Random Super Discrete Memory Machine (RSDMM), which supports super warps and random address shift technique to reduce the memory access congestion to memory banks. On the RSDMM, it is guaranteed that the overhead of the memory access congestion by any memory access is at most \( O(1) \) factor over the perfectly scheduled memory access. Hence, users do not have to consider to minimize the memory access congestion when they develop algorithm on the RSDMM. Thus, the RSDMM is a promising candidate of a new streaming multiprocessor architecture for next generation GPUs.
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<table>
<thead>
<tr>
<th>n</th>
<th>1024 (= 2^{10})</th>
<th>1048576 (= 2^{20})</th>
<th>\frac{2n + 1}{n} = \frac{2 \log n + 11 \log w}{10 \log w + 11}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.058</td>
<td>3.453</td>
<td>3.010</td>
</tr>
<tr>
<td>2</td>
<td>2.574</td>
<td>2.788</td>
<td>2.667</td>
</tr>
<tr>
<td>3</td>
<td>2.167</td>
<td>2.377</td>
<td>2.298</td>
</tr>
<tr>
<td>4</td>
<td>1.970</td>
<td>2.163</td>
<td>2.000</td>
</tr>
<tr>
<td>5</td>
<td>1.738</td>
<td>1.986</td>
<td>1.593</td>
</tr>
<tr>
<td>6</td>
<td>1.578</td>
<td>1.872</td>
<td>1.450</td>
</tr>
<tr>
<td>7</td>
<td>1.450</td>
<td>1.816</td>
<td>1.333</td>
</tr>
<tr>
<td>8</td>
<td>1.356</td>
<td>1.719</td>
<td>1.236</td>
</tr>
<tr>
<td>9</td>
<td>1.279</td>
<td>1.670</td>
<td>1.153</td>
</tr>
<tr>
<td>10</td>
<td>1.204</td>
<td>1.593</td>
<td>1.082</td>
</tr>
</tbody>
</table>


