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Abstract—The main contribution of this paper is to present
a very efficient GPU implementation of bulk computation of
eigenvalues for a large number of small non-symmetric real
matrices. This work is motivated by the necessity of such
bulk computation in design of control systems, which requires
to compute the eigenvalues of hundreds of thousands non-
symmetric real matrices of size up to 30 × 30. In our GPU
implementation, we considered programming issues of the GPU
architecture including warp divergence, coalesced access of
the global memory, bank conflict of the shared memory, etc.
In particular, we present three types of assignments of GPU
threads to matrices and introduce three memory arrangements
in the global memory. The experimental results on NVIDIA
GeForce GTX TITAN X show that our GPU implementation
for 500000 matrices of size 5×5 to 30×30 attains a speed-up
factor of approximately 15 over the CPU implementation on
Intel Core i7-4790.

Keywords-GPGPU; CUDA; The eigenvalue problem; Bulk
computation; The implicit QR algorithm

I. INTRODUCTION

Given an n×n matrix A, the eigenvalue problem is to find
all eigenvalues λ satisfying Ax = λx, where x is a nonzero
vector of size n. The computation of eigenvalues has many
applications in the field of science and engineering such as
image processing, control engineering, quantum mechanics,
economics, among the others.

In control system design, the computation of the eigen-
value problem is widely used, e.g. stability analysis and
Riccati equation. The numerical algorithm is well-developed
and the eigenvalue problem of a single matrix can be
solved efficiently. However, it requires much computation
time to calculate the eigenvalues of real matrices for more
than the-thousands times. For example, this issue occurs in
the parameter space design method with volume rendering
proposed in [1]. In this novel method, a scalar index for
a design specification is calculated for each grid point in
3D space to get volume data, and the permissible set is
visualized as iso-surfaces in 3D space by volume rendering
(Figure 1). The designer can visually select an appropriate
parameter. This numerical method is expected to treat more
practical specifications than the previous analytical method
in [2].

Control design problems are reduced to problems of
finding a controller that satisfies design specifications of
pole assignment, transient response, and frequency response.
In [1], the method with rendering is studied for the specifi-
cation of transient response. It is also very useful to develop
the method for the specification of pole assignment. This
requires calculation of the eigenvalues of non-symmetric
real matrices for all the grid points. The matrix size is
small, e.g. 15 × 15, and the number of grid points is
more than ten-thousands, e.g. 503 = 125000. Therefore, the
eigenvalue problem for a large number of matrices needs
to be computed, and the computing time of the eigenvalue
problems dominates the processing time in the parameter
space design with volume rendering. Thus, accelerating the
computation of the eigenvalue problem for many small non-
symmetric real matrices is needed.

Figure 1. Volume rendering of the parameter space design in the pole
assignment problems using eigenvalues obtained by the proposed method

In classical numerical linear algebra, to compute eigen-
values of a non-symmetric matrix, the QR algorithm [3],
[4] is used. This algorithm is based on the factorization,
called the QR decomposition, of a matrix A by division as
a product of an orthogonal matrix Q and an upper triangular
matrix R, that is, A = QR. To reduce the computing time of
the QR algorithm, its variants have been proposed [4], [5].
Especially, in this work, we use the implicit double-shift QR
algorithm [5] used in modern computational practice. The
implicit double-shift QR algorithm is based on the implicit



Q theorem. Instead of the iterative QR decomposition, in
this algorithm, the double-shift QR sweep is repeatedly
performed.

A GPU (Graphics Processing Unit) is a specialized circuit
designed to accelerate computation for building and manipu-
lating images [6], [7]. Latest GPUs are designed for general
purpose computing and can perform computation in applica-
tions traditionally handled by the CPU. Hence, GPUs have
recently attracted the attention of many application develop-
ers [6]. NVIDIA provides a parallel computing architecture
called CUDA (Compute Unified Device Architecture) [8],
[9], the computing engine for NVIDIA GPUs. CUDA gives
developers access to the virtual instruction set and memory
of the parallel computational elements in NVIDIA GPUs.
In many cases, GPUs are more efficient than multicore
processors [10], since they have thousands of processor cores
and very high memory bandwidth.

Many researchers have been devoted to accelerate the
computation for matrix calculations for many small ma-
trices using GPUs [11]–[14]. On the other hand, we can
utilize software libraries and softwares for numerical linear
algebra. LAPACK [15] and GSL [16] are software libraries
for the CPU implementations. These libraries support the
computation of matrix factorizations, multiplications, eigen-
values, etc. For GPU implementations, cuBLAS [17], cu-
SOLVER [18] and MAGMA [19] are available. We can also
utilize MATLAB [20] to compute the eigenvalue problem as
a linear algebra software. As far as we know, there are not
any GPU implementations and software libraries for the bulk
computation of eigenvalues for many small non-symmetric
matrices.

The main contribution of this work is to propose a GPU
implementation of bulk computation of eigenvalues of small
real non-symmetric matrices. We focus on matrices of sizes
no more than 32 × 32. However, as mentioned in the
above, there are not any GPU implementations and soft-
ware libraries for the computation of eigenvalues for many
small non-symmetric matrices. To compute eigenvalues of
matrices, we compute eigenvalues using the implicit double-
shift QR algorithm that iterates matrix transformation. In
this work, we propose three assignments of GPU threads
to matrices. Also, to make the memory access efficient,
we introduce memory arrangements in the device memory
on the GPU for each of the thread assignments. We have
implemented them on the GPU and evaluated the perfor-
mance. The experimental results on NVIDIA GeForce GTX
TITAN X show that our GPU implementation for 500000
matrices of size 5× 5 and 30× 30 attains a speed-up factor
of 15.20 and 14.73 over the CPU implementation on Intel
Core i7-4790, respectively.

II. EIGENVALUES COMPUTATION OF A NON-SYMMETRIC
REAL MATRIX

This section reviews the QR algorithm to compute the
eigenvalues of a matrix [4]. Especially, we focus on the
eigenvalues computation for a square non-symmetric real
matrix. There are several algorithms of computing eigenval-
ues for non-symmetric matrices. In this work, we use the
implicit double-shift QR algorithm [5]. This algorithm uses
the double-shift QR sweep instead of the QR decomposition
to reduce the computation cost. For further details on this
algorithm, the interested reader may refer to [5], [21] and the
references within. The implicit double-shift QR algorithm
consists of three steps:

Step 1: Perform the Hessenberg reduction
Step 2: Repeat the following operations until the size of

the matrices becomes 1× 1 or 2× 2
– Iterate the double-shift QR sweep until a subdiag-

onal element is sufficiently small
– Split into two smaller matrices by deflation and

apply Step 2 recursively
Step 3: Compute eigenvalues
In Step 1, the Hessenberg reduction makes a square

matrix to an upper Hessenberg form matrix. An upper
Hessenberg form matrix has zero entries below the first
subdiagonal as shown in Figure 2. Algorithm 1 shows the
Hessenberg reduction by Householder transformation and
similarity transformation, where v is a Householder vector
for k-th column. Let Aa:b,c:d denote the sub-matrix of A
of which the left-top element is aa,c and the right-bottom
element is ab,d. In the following, for simplicity, if the range
that denotes a sub-matrix is out of the size of the matrix,
the range is reduced to the size of the matrix.

Algorithm 1 The Hessenberg reduction
Input: n× n non-symmetric matrix A
Output: n× n Hessenberg form matrix H
1: for k = 1 to n− 2 do
2: // Householder vector creation
3: v ← Ak+1:n,k

4: v ← v + sign(v1)||v||e1

5: v ← v
||v||

6: // Householder transformation
7: Ak+1:n,k:n ← Ak+1:n,k:n − 2v(vTAk+1:n,k:n)
8: // similarity transformation
9: A1:n,k+1:n ← A1:n,k+1:n − 2(A1:n,k+1:nv)v

T

10: end for
11: return H ← A

In Step 2, we repeatedly execute the iterative double-
shift QR sweep and deflation. The double-shift QR sweep
consists of two steps: bulge-generating and bulge-chasing.
Figure 3 shows the outline of the double-shift QR sweep.
Bulge-generating transforms a Hessenberg form matrix to a
matrix such that a bulge is added to the top left corner of
a Hessenberg form matrix shown in Figure 3(a). After that,
bulge-chasing moves the bulge down and to the right until it
disappears (Figure 3(b)-(e)). By repeatedly performing the
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Figure 2. The Hessenberg reduction for a square matrix of size 6× 6

double-shift QR sweep, a value of a subdiagonal element
converges to zero. After converging, we split the matrix
into the two smaller matrices by deflation. Deflation is
decomposing an upper Hessenberg form matrix into the two
smaller upper Hessenberg form matrices when a subdiag-
onal element converges to zero as illustrated in Figure 4.
However, due to a computational error, the value may not
become zero exactly. Therefore, in general, we consider a
subdiagonal element converges to zero when the value is
sufficiently small by comparing with the two neighboring di-
agonal elements. Algorithms 2 and 3 show bulge-generating
and bulge-chasing, respectively.

Algorithm 2 Bulge-generating
Input: n× n Hessenberg form matrix H
Output: n× n Hessenberg form matrix with a bulge B
1: x1 ← (h1,1 − hn,n)(h1,1 − hn−1,n−1)

−hn−1,nhn,n−1 + h1,2h2,1

2: x2 ← h2,1(h1,1 + h2,2 − hn−1,n−1 − hn,n)
3: x3 ← h2,1h3,2

4: // Householder vector creation
5: v ← x + sign(x1)||x||e1

6: v ← v
||v||

7: // Householder transformation
8: H1:3,1:n ← H1:3,1:n − 2v(vTH1:3,1:n)
9: // similarity transformation

10: H1:4,1:3 ← H1:4,1:3 − 2(H1:4,1:3v)v
T

11: return B ← H

Algorithm 3 Bulge-chasing
Input: n× n Hessenberg form matrix with a bulge B
Output: n× n Hessenberg form matrix H
1: for k = 1 to n− 2 do
2: // Householder vector creation
3: v ← Bk+1:k+3,k

4: v ← v + sign(v1)||v||e1

5: v ← v
||v||

6: // Householder transformation
7: Bk+1:k+3,k:n ← Bk+1:k+3,k:n − 2v(vTBk+1:k+3,k:n)
8: // similarity transformation
9: B1:k+4,k+1:k+3 ← B1:k+4,k+1:k+3 − 2(B1:k+4,k+1:k+3v)v

T

10: end for
11: return H ← B

In Step 3, eigenvalues of the deflated matrices are com-
puted one by one. Since the size of the matrices is 1 × 1
and 2× 2, the eigenvalues can be computed easily.

III. CUDA ARCHITECTURE

NVIDIA provides a parallel computing architecture,
called CUDA, on NVIDIA GPUs. CUDA uses two types

of memories: the global memory and the shared memory.
The global memory is implemented as an off-chip DRAM
of the GPU, and has large capacity, say, 1.5-12 Gbytes, but
its access latency is very long. The shared memory is an
extremely fast on chip memory with lower capacity, say,
16-112 Kbytes. The efficiency usage of the global memory
and the shared memory is a key for CUDA developers to
accelerate applications using GPUs. In particular, we need
to consider the coalescing of the global memory access and
the bank conflict of the shared memory access [8], [9]. To
maximize the bandwidth between the GPU and the DRAM
chips, the consecutive addresses of the global memory must
be accessed in the same time. Thus threads should perform
coalescing access when they access to the global memory.

CUDA parallel programming model has a hierarchy of
thread groups, called grid, block, and thread. A single grid
is organized by multiple blocks, each of which has equal
number of threads. The blocks are allocated to SMs such
that all threads in a block are executed by the same SM
in parallel. All threads can access to the global memory.
Threads in a block can access to the shared memory of
the SM to which the block is allocated. Since blocks are
arranged to multiple SMs, threads in different blocks cannot
share data in the shared memories.

In the execution, threads in a block are split into groups of
thread, called warps. A warp is an implicitly synchronized
group of threads. Each of these warps contains the same
number of threads and is executed independently. When a
warp is selected for execution, all threads execute the same
instruction. Any flow control instruction (e.g. if-statements
in C language) can significantly impact the effective in-
struction throughput by causing threads if the same warp
to diverge, that is, to follow different execution paths, called
warp divergence. If this happens, the different execution
paths have completed, the threads back to the same execution
path. For example, for an if-else statement, if some threads in
a warp take the if-clause and the others take the else-clause,
both clauses are executed in serial. On the other hand, when
all threads in a warp branch in the same direction, all threads
in a warp take the if-clause, or all take the else-clause.
Therefore, to improve the performance, it is important to
make branch behavior of all threads in a warp uniform.
When one warp is paused or stalled, other warps can be
executed to hide latencies and keep the hardware busy.
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Figure 3. Bulge-generating and bulge-chasing in the double-shift QR sweep
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Figure 4. Matrix division by deflation

IV. GPU IMPLEMENTATION

This section presents the main contribution of this work,
a GPU implementation of the implicit double-shift QR
algorithm for many small matrices of size n× n. Also, we
use a 64-bit floating point number as a real number and two
64-bit floating point numbers as a complex number. In our
implementation, we use only real numbers in Steps 1 and 2
during the computation. From Step 3, we use complex
numbers.

Before the explanation about parallel execution on the
GPU, we introduce three data arrangements for many matri-
ces in the memory, matrix-wise (MW), element-wise (EW),
and row-wise (RW). These three data arrangements show
how to store multiple two-dimensional arrays in the memory
that is a one-dimensional memory. In the MW arrangement,
each matrix is stored one by one and elements of each matrix
are stored in column-major order as shown in Figure 5(a). In
this paper, the input data of matrices are stored to the main
memory in the MW arrangement. In the EW arrangement,
each element picked from the matrices in row-major order
is stored element by element as illustrated in Figure 5(b).
On the other hand, in the RW arrangement, each row taken
from the matrices is stored row by row as illustrated in
Figure 5(c). Two arrangements EW and RW are used in
the global memory to make the memory access efficient. In
this work, we propose three methods that compute them
in parallel, single-thread-based (STB), single-warp-based
(SWB), and multiple-warp-based (MWB). We explain the
three methods using the above three data arrangements as
follows.

In the STB method, one thread is used to sequentially
perform the computation for one matrix (Figure 6). In this
method, to make the global memory access coalesced, the
data in the global memory are stored in the EW arrangement.
Therefore, it is necessary to change the arrangement of
the global memory from the MW arrangement to the EW
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(c) Row-wise arrangement (RW)
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(a) Matrix-wise arrangement (MW)

Figure 5. Data arrangement for multiple matrices in the memory

arrangement before the launch of kernels of this method.
In Step 1, that is the Hessenberg reduction, the algorithm
is a sequential oblivious algorithm [22] since all addresses
accessed at each step is independent of the input. Namely,
in computation of the Hessenberg reduction, all threads in
a warp always can execute identical instructions. Therefore,
the idea of GPU bulk execution technique [22]–[24] can be
applied to the STB method for the Hessenberg reduction.
On the other hand, in Step 2, since the size of matrix is
changed after deflation, the sizes of matrices computed by
threads in a warp may differ during the computation. In such
case, warp divergence occurs and the global memory access
is not coalesced. However, until deflation, threads in a warp
can work without warp divergence.
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Figure 6. Single-thread-based method (STB)



In the SWB method, one warp is used to compute for
one or more matrices as shown in Figure 7. In this method,
when 32

n is indivisible, 32 − nb 32
n c threads in every warp

are not employed. For example, when the size of matrices is
7×7, b 32

7 c = 4 matrices are computed by one warp. In each
warp, 7 threads are allocated to one matrix and 4 matrices are
transformed in parallel. In this case, the remaining 4 threads
are not used. In this method, the access to the global memory
is made coalesced using the RW arrangement. Since the total
size of matrices is smaller than other two methods, only in
this method, all data of matrices can be located on the shared
memory. Therefore, first of all the processes in this method,
the data of matrices is loaded to the shared memory. Also,
to avoid the bank conflict of the shared memory as much as
possible, we use the padding technique [9]. The following
operations are performed on the shared memory until the
result is stored to the global memory. In Householder vector
creation in Step 1, this method performs the computation
on the shared memory as follows. To compute ||v||, the
sum of squared values of v needs to be computed. We
use the parallel sum reduction method [25] with the shared
memory. After that, the Householder vector is computed
by one thread and stored to the shared memory. On the
other hand, in Householder vector creation in Step 2, the
sum of only three squared values is computed. Therefore, in
Step 2, the sum is directly computed instead of the parallel
sum reduction method. In Householder transformation, we
assign one thread to each column. Each thread computes the
multiplication of the elements in the assigned column from
top to bottom. In similarity transformation, we assign one
thread to each row using n threads. Each thread computes
the multiplication of the elements in the row from left to
right. However, it is not always to employ n threads in these
two transformations.

Warp ・・・ Thread
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⋮ ⋱ ⋮
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Figure 7. Single-warp-based method (SWB)

In the MWB method, n warps are used to compute for 32
matrices as shown in Figure 8. More specifically, we allocate
n threads in n different warps to one matrix computation.
Each matrix is computed in parallel using n threads. Since
only the number of warps is depended on n, all threads in
a warp are employed for any n unlike the SWB method.
The parallel execution by n threads in the MWB method is
same as that in the SWB method except that the execution

is basically performed on the global memory. Also, since
multiple warps are used, it is necessary to synchronize
the execution with syncthreads() function. However,
the synchronization is not performed frequently since it
is done only at the end of Householder vector creation,
Householder transformation, and similarity transformation.
In this method, to access the global memory with coalescing
access, we arrange data in the global memory using the EW
arrangement. The arrangement is identical to that of the STB
method.
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Figure 8. Multiple-warp-based method (MWB)

In this work, first, the input data of matrices are stored to
the main memory on the host PC in the MW arrangement.
The data are transferred to the global memory on the GPU
as it is. In the above three methods, the data arrangement in
the global memory needs to be rearranged for each utilized
method. Therefore, we implemented kernels that mutually
rearrange between the MW, EW, and RW arrangements on
the global memory. In these kernels, we use the idea of the
matrix transpose technique proposed in [26]. The idea is to
efficiently transpose a two-dimensional array on the global
memory with coalesced access using the shared memory.
The rearrangements are not transposing, but this technique
can be applied with small modification.

V. PERFORMANCE EVALUATION

The main purpose of this section is to show the per-
formance evaluation of the proposed GPU implementation
for the eigenvalues computation. We have used NVIDIA
GeForce GTX TITAN X, which has 3072 cores in running
on 1.075GHz. Also, we have used Intel Core i7-4790
running on 3.6GHz on the host PC. In the following, the
computing time is average of 10 times execution.

First, we evaluate the performance of Step 1, that is, the
Hessenberg reduction, using the proposed three methods,
STB SWB and MWB. Table I shows the computing time
of the Hessenberg reduction for 500000 matrices of size
from 5 × 5 to 30 × 30 that are dense matrices randomly
generated. The computing time does not include data transfer
time between the main memory in the CPU and the device
memory in the GPU. Also, input matrices in the global



memory are stored by the appropriate arrangement as shown
in Figure 5. According to the table, the MWB method is
faster for no more than 20 × 20 matrices, while the SWB
method is faster for 25× 25 or larger matrices.

Table I
THE COMPUTING TIME (IN MILLISECONDS) OF STEP 1 FOR 500000

MATRICES OF SIZE n× n

n 5 10 15 20 25 30
STB 4.29 39.44 164.50 455.41 1006.50 1751.48
SWB 4.88 28.20 86.17 274.71 407.92 583.71
MWB 2.87 19.59 75.30 218.57 455.81 864.43

Table II shows the computing time of Steps 2 and 3 for
500000 matrices of size from 5×5 to 30×30. Similarly, the
computing time does not include data transfer time. Also,
input data in the global memory are stored by the appropriate
arrangement in Figure 5 for each method. According to the
table, the STB method is faster than the SWB and MWB
methods.

Table II
THE COMPUTING TIME (IN MILLISECONDS) OF STEPS 2 AND 3 FOR

500000 MATRICES OF SIZE n× n

n 5 10 15 20 25 30
STB 25.35 182.14 519.39 1125.50 2167.39 3624.97
SWB 57.37 394.02 1506.90 4095.07 6690.20 10228.14
MWB 60.03 451.41 1461.45 3557.14 8816.74 14278.44

Table III shows the computing time of our GPU imple-
mentation for 500000 matrices of size n×n. We assume that
all input data are stored in the main memory on the host PC
using the data arrangement in the MW arrangement. The
input data are transferred from the main memory on the
CPU to the global memory on the GPU as it is. In Step 1
and Steps 2 and 3, according to the result in the above,
we select the fastest method for each size of the matrix.
Therefore, we rearrange the data in the global memory to
the appropriate arrangement before launching the kernels if
necessary. We note that we select the methods by consider-
ing the computing time including the rearranging time. After
executing Step 3, the output data are rearranged to the MW
arrangement on the global memory and transferred to the
main memory on the CPU.

Table IV shows the comparison of our GPU imple-
mentation with two software libraries, LAPACK version
3.6.0 [15] and MAGMA version 2.0.2 [19], MATLAB
version R2015b [20], and the sequential CPU implemen-
tation, that corresponds to CPU in the table, for 500000
matrices of size 5 × 5 to 30 × 30. In the sequential CPU
implementation, we made a C program that performs the
serial computation in Section II from scratch. LAPACK,
MAGMA and MATLAB support parallel computation of the
eigenvalue problem with multithreads on the CPU. MAGMA
also supports parallel computation on the GPU. However,
since the size of matrices is small in this experiment,
MAGMA performed the computation only by CPU with

multithreads. Additionally, since LAPACK, MAGMA and
MATLAB do not support bulk computation of the eigenvalue
problem, each implementation with them calls a procedure
of computing the eigenvalue problem for each matrix. Due
to such execution, multiple threads are launched and stopped
before and after each procedure call, respectively. Therefore,
there is overhead between each procedure call and it is
not negligible. On the other hand, in our sequential CPU
implementation and GPU implementation, since the compu-
tation is executed continuously, such overhead is extremely
small. Our method can compute the bulk computation of the
eigenvalue problem approximately 15 times faster than the
CPU implementation.

VI. CONCLUSIONS

In this paper, we have presented a GPU implementation
of bulk eigenvalue computations for a large number of
small non-symmetric real matrices. The idea of our GPU
implementation is to consider programming issues of the
GPU architecture including warp divergence, coalesced ac-
cess of the global memory, and bank conflict of the shared
memory. We proposed three assignments of the GPU threads
to compute in parallel and data assignment in the global
memory for them. The experimental results show that our
GPU implementation on NVIDIA GeForce GTX TITAN X
attains a speed up factor of approximately 15 over the CPU
implementation on Intel Core i7-4790.
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